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a b s t r a c t

In this paper we present an experiment whose goal is to investigate subjects’ ability to match pairs of
synthetic auditory and haptic stimuli which simulate the sensation of walking on different surfaces. In
three non-interactive conditions the audio–haptic stimuli were passively presented through a desktop
system, while in three interactive conditions participants produced the audio–haptic feedback interac-
tively while walking. Results show that material typology (i.e., solid or aggregate) is processed very con-
sistently in both the auditory and haptic modalities. Subjects expressed a higher level of semantic
congruence for those audio–haptic pairs of materials which belonged to the same typology. Furthermore,
better matching ability was found for the passive case compared to the interactive one, although this may
be due to the limits of the technology used for the interactive haptic simulations.

! 2013 Elsevier Ltd. All rights reserved.

1. Introduction

In the field of multimodal perception and cognition, several
studies have investigated the reactions of subjects when presented
simultaneously with stimuli in two different modalities. Studies on
the audiovisual multisensory integration show that the binding of
the two modalities depends on several factors [1]. One of those is
whether the stimuli are semantically congruent or not [2,3]. This
means that subjects are able to provide a congruent meaning to
the stimuli in both modalities. An example of a semantically con-
gruent stimulus in the audio-visual domain is seeing the picture
of a dog and hearing a barking sound. The same bimodal stimulus
would be semantically incongruent if the picture of a dog was
shown while hearing the sound of a cat meowing [2].

Semantically congruent stimuli have been shown to enhance
behavioral performance [3,2], and to aid the identification of
masked images [4]. However, further investigations are needed
to determine under which conditions semantic congruency influ-
ences audiovisual multisensory integration [5].

On the other hand, several studies have been conducted on
multimodal perception involving the auditory and haptic modali-
ties [6–9]. However, to our knowledge few previous studies inves-
tigated the semantic congruence between audition and touch. This
is especially the case when auditory and tactile stimuli are pre-
sented at feet level since research on the interaction between
touch and audition has focused mainly on the hand [8,9].

Although the foot–ground interactions are phenomena which
produce rich sensory information, few studies on both the auditory

and haptic perception have been conducted in this context. At
auditory level, Li and colleagues investigated the ability of subjects
to identify the gender of a human walker by listening his/her foot-
step sounds [10], while Pastore and co-workers investigated listen-
ers’ ability to make judgments about the posture of the walker who
generated the acoustic stimuli [11].

Moreover, the haptic perceptual system has been proven to be
able to discriminate grounds of different elasticity while walking
[12], and the vibrotactile sensory channels showed to play an
important role in the perception of ground surface compliance dur-
ing walking [13].

Furthermore, the interaction of auditory and haptic feedback in
foot has been studied in [14], showing that the feet were also effec-
tive at probing the world with discriminative touch, with and with-
out access to auditory information.

Recently, we developed an interactive system which can pro-
vide combined auditory and haptic sensations that arise while
walking on solid and aggregate surfaces (the latter being assumed
to possess a granular structure, such as that of gravel). The system
is composed of an audio–haptic synthesis engine, and a pair of
shoes enhanced with sensors and actuators able to provide plantar
cutaneous vibration feedback. Such system can be used also non-
interactively, providing the user with the audio–haptic feedback
while sitting on a chair.

The ecological validity of the auditory as well as of the haptic
stimuli involved in the present experiment was assessed in previ-
ous research. The results of two non-interactive listening experi-
ments showed that the majority of the simulated surfaces was
recognized with high accuracy [15,16]. In particular they were pro-
ven to be correctly classified in the corresponding solid and aggre-
gate surface typology. Similar accuracy was noticed in the
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recognition of real recorded footstep sounds, which was an indica-
tion of the success of the proposed algorithms and their control.
Analogously, results of a haptic recognition experiment involving
the proposed non-interactive system indicated that subjects were
able to correctly discriminate the typology of the simulated sur-
faces [16]. Moreover, the proposed non-interactive haptic feedback
has been recently proven to significantly increase the realism of
the desktop-simulated walking experience [17].

Furthermore, the ecological validity was also assessed for the
interactive simulations, yielding results similar to those reported
for the non-interactive case [15,18,17].

Moreover, from a comparison between the results of the audi-
tory and haptic conditions in [16] and [18], it is possible to notice
that participants were able to correctly categorize in both modali-
ties the typology of the simulated surface materials (i.e., solid or
aggregate). Indeed solid materials were rarely confused with
aggregates, and vice versa, and participants, when not recognizing
the presented surface material tended to classify it as another
belonging to a same typology (e.g., wood–concrete, snow–frozen
snow, dry leaves–forest underbrush) rather than to different typol-
ogies (e.g., wood–gravel, metal–dry leaves).

Similar results were found in a recognition task involving the
walking on real materials, proving the ability of humans to distin-
guish almost perfectly between solid and aggregate materials both
at auditory and haptic level [14].

Consequently, all these findings suggest that material typology
is processed very consistently in the two modalities. In order to
investigate the extent to which the two modalities are similar,
we conducted an experiment in which we assessed the capacity
of subjects to associate the auditory and foot-haptic stimuli pro-
vided both in semantically congruent and incongruent way, and
both interactively and non-interactively.

To the best of our knowledge, the study of the semantic congru-
ence between the auditory and foot-haptic modalities is a research
topic still unexplored. The present research is relevant for the
study of the multisensory perception of material properties during
walking, for the understanding of the mechanisms underlying the
multisensory categorization, and for the comparison of the struc-
ture of the perceptual spaces of the audition and foot-touch
modalities.

2. Method

We conducted a between-subjects experiment divided in six
conditions whose goal was to investigate the ability of subjects
to match the different sounds and haptic sensations they were pre-
sented with. On three of the six conditions, subjects were not walk-
ing but were sitting on a chair and received passively the audio–
haptic stimuli (non-interactive conditions). Conversely, in the
other three conditions subjects produced the audio–haptic feed-
back interactively while walking (interactive conditions). The be-
tween subjects approach was chosen in order to avoid possible
learning effects.

2.1. Apparatus

In previous research we developed a system which simulates
both non-interactively and interactively the auditory and haptic
sensation of walking on different surfaces [19,20]. To this purpose,
shoes enhanced with actuators and pressure sensors were devel-
oped. The shoes were a pair of light-weight sandals (Model Arpe-
naz-50, Decathlon, Villeneuve d’Ascq, France). This particular
model was chosen since it has light, stiff foam soles where it is rel-
atively easy to insert sensors and actuators. Four cavities were
made in the sole to accommodate four vibrotactile actuators

(Haptuator, Tactile Labs Inc., Deux-Montagnes, Qc, Canada). These
electromagnetic recoil-type actuators have an operational, linear
bandwidth of 50–500 Hz and can provide up to 3 G of acceleration
when connected to light loads [21]. In each shoe, two actuators
were placed under the heel and the other two under the toe. They
were bonded in place to ensure good transmission of the vibrations
inside the soles. When activated, vibrations propagated far in the
foam. In addition, the sole had two force sensitive resistors sensors
intended to pick the foot-floor interaction force in order to drive
the auditory and haptic synthesis. The two sensors were placed
in correspondence to the heel and toe respectively in each shoe.

The involved hardware allowed the control in real-time of an
audio–haptic synthesis engine based on physical models [19]. For
the purpose of the experiment, the engine was set in order to syn-
thesize footstep sounds on both solid and aggregate materials,
which were simulated using an impact model [22] and a physically
informed sonic model (PhiSM) algorithm [23]. In particular, the
same models were used to drive both the haptic and the auditory
synthesis. They are briefly recalled below.

In the simulation of impact with solids, the contact was mod-
eled by a Hunt–Crossley-type interaction where the force, f, be-
tween two bodies, combines hardening elasticity and a
dissipation term [24]. Let x represent contact interpenetration
and a > 1 be a coefficient used to shape the nonlinear hardening,
the special model form we used is:

f ðx; _xÞ ¼ $kxa $ kxa _x if x > 0; 0 otherwise: ð1Þ

The model described was discretized as proposed in [22].
To simulate aggregate surfaces, the PhiSM algorithm was

adopted. This algorithm simulates particle interactions by using a
stochastic parameterization thereby avoiding to model each of
many particles explicitly. Instead, the particles are assigned a prob-
ability to create an acoustic waveform. In the case of many parti-
cles, the interaction can be represented using a simple Poisson
distribution, where the sound probability is constant at each time
step, giving rise to an exponential probability weighting time be-
tween events.

In the interaction between a foot and a sole an important ele-
ment is the ground reaction force (GRF), i.e., the reaction force sup-
plied by the ground at every step. In our simulations the physical
models were driven by a signal expressing the GRF, which corre-
sponded to the amplitude envelope extracted from an audio signal
containing a footstep sound.

The synthesis engine can work both interactively and non-
interactively. In this study to control the engine interactively, we
used recorded GRF files corresponding to heel and toe strikes
which were triggered according to the shoe sensor activated during
the user locomotion [20]. To control the engine non-interactively,
we created different audio files using the recording of a single real
footstep sound on concrete. The envelope profiles of each step in
the file were extracted and fed to the engine which produced the
synthesized footstep sounds according to the choice of the surface
to be simulated. In particular, the surface profile chosen for the
experiments was the flat one. It was simulated by placing the foot-
step sound generator at equal intervals of time, precisely 750 ms,
which corresponds to a moderately fast gait [25].

2.1.1. Setup
The experiment was carried out in an acoustically isolated room

where the setup was installed. It consisted of a simple graphical
user interface with which participants were asked to interact, a
spreadsheet to collect their answers, a set of headphones (Sennhe-
iser HD 600) and the haptic shoes previously described. The inter-
face comprised numbered buttons. A button press triggered the
presentation of the audio–haptic stimulus through the headphones
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and the haptic shoes. Users were asked to press each button
according to the numerical order, and to type the corresponding
answers on the spreadsheet.

During the interactive conditions, participants walked on a car-
pet-covered floor.

2.2. Stimuli

The synthesis engine simulated six different audio–haptic
walked-upon materials: two solid, (wood and metal), and four
aggregate (snow, gravel, sand and dry leaves). Therefore, four
typologies of pairs occurred by combining the materials at auditory
and haptic level:

% solid–solid (e.g., wood–metal)
% aggregate–aggregate (e.g., sand–snow)
% solid–aggregate (e.g., wood–dry leaves)
% aggregate–solid (e.g., gravel–metal)

The audio–haptic displays selected for this study simulated
materials of different degrees of compliance (from the least to
the most compliant: metal, wood, dry leaves, sand, gravel, snow)
that were shown previously to be correctly perceived as belonging
to either the solid or aggregate material typology [15,16,18].

The six signals had different features in terms of duration,
amplitude, temporal evolution, and spectrum (see Fig. 1). Since
the audio frequency range, viz. 20 Hz to 20 kHz, is far wider than
the vibrotactile frequency range, viz. 10 Hz to 1.0 kHz, in order to

simulate at haptic level the six materials the audio signals were
converted into vibrotactile signals by means of spectrum trunca-
tion and pitch shifting. The amount of shift was designed to pre-
serve the structural features of the original signals simulating the
six materials.

During the experiment, participants were presented once with
each of the possible audio–haptic combinations of the six materi-
als, for a total of 36 trials (i.e., 30 audio–haptic combinations of
two different materials and 6 of the same material in the audio
and haptic modalities).

On each trial of the A $ H (NI) and A $ H (I) conditions
(A = audio; H = haptic, NI = non-interactive, I = interactive), partici-
pants were presented with the auditory stimulus first and with the
haptic stimulus second. On each trial of the H $ A (NI) and H $ A (I)
conditions, participants were presented with the haptic stimulus
first and with the auditory stimulus second. On each of these four
conditions, each trial lasted 10 s, 5 s for both the auditory and hap-
tic stimuli, which were presented one immediately after the other.
In presence of the haptic stimuli participants were also provided
with a continuous 60 dB SPL pink noise over the headphones in or-
der to mask the audible output generated by the haptic shoes as re-
sult of the activation of the actuators.

On each trial of the A + H (NI) and A + H (I) conditions, the audi-
tory and haptic stimuli were presented simultaneously (trial dura-
tion = 10 s). On each trial of the non-interactive conditions,
participants were presented with 12 simulated footsteps (6 for
each of the two modalities during the A $ H (NI) and H $ A (NI)
conditions).

Fig. 1. Typical waveforms (left) and spectra (right) of the six simulated materials. The time axis of the waveforms is in seconds, the magnitude of the spectra is in decibel.
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2.3. Procedure

Participants were asked to evaluate the degree of coherence be-
tween the auditory and haptic stimuli. In particular, during condi-
tions A $ H (NI) and A $ H (I), they were instructed to ‘‘Rate the
extent to which the haptic stimulus is coherent with the auditory
stimulus’’; during conditions H $ A (NI) and H $ A (I), they were
instructed to ‘‘Rate the extent to which the auditory stimulus is
coherent with the haptic stimulus’’; during conditions A + H (NI)
and A + H (I), they were instructed to ‘‘Rate the extent to which
the auditory and haptic stimuli are coherent with each other’’. Rat-
ings were given on a 9-point Likert scale (1 = very low coherence,
9 = very high coherence).

Participants were allowed to experience each configuration as
much as they wanted before giving an answer. Before performing
the task, they were presented with two practice trials in order to
get familiar with the system. To this purpose, the creaking wood
and frozen snow materials coherently matching at auditory and
haptic level were chosen. These two materials were not among
those involved in the experiment.

Participants were never informed of which material was simu-
lated by the different experimental stimuli.

The experiment lasted, on average, 10 and 13 min in the non-
interactive and interactive conditions, respectively.

2.4. Hypotheses

Our hypotheses were manifold. First of all, based on the results
reported in [14,16] and [18], we hypothesized higher ratings for
the audio–haptic stimuli belonging to the same typology rather
than those of different typology. Secondly, since the auditory and
haptic synthesis were driven by signals coincident for nature, dura-
tion and temporal evolution, as well as similar in amplitude and
spectrum, we expected that the audio–haptic pairs of the same
material would have been evaluated with the highest scores.
Thirdly, we hypothesized an increment of the matching ability in
conditions A + H (NI) and A + H (I) rather than in conditions
A $ H (NI) and H $ A (NI), and A $ H (I) and H $ A (I) since partic-
ipants would have had to keep in memory the auditory and the
haptic signals in order to compare them, rather than making the

comparison when the two signals were provided at the same time.
In addition no differences between results of conditions A $ H (NI)
and H $ A (NI) on the one hand, and A $ H (I) and H $ A (I) on the
other hand were expected. Finally, we expected that the introduc-
tion of the interactivity would have improved the participants’
matching ability rather than those in the non-interactive
conditions.

2.5. Participants

Ninety individuals (57 M, 44 F, mean age = 24.23, SD = 4.01)
participated in the experiment. An equal number of individuals
(15) was assigned to each of the six experimental conditions. All
participants reported normal hearing conditions and no locomo-
tion problems. The size of the utilized pair of sandals was 43
(EUR). In order for the size of sandals not to affect performance,
subjects wore shoes sizes from 41 to 45.

3. Results

Results are illustrated in Tables 1 and 2. In such tables the cells
corresponding to average scores for the pairs of audio–haptic/hap-
tic–audio stimuli of the same typology (i.e., solid–solid and aggre-
gate–aggregate) are highlighted with gray, and the scores of the
stimuli with the same material presented at auditory and haptic le-
vel are typed in bold. Statistical analysis was performed on the col-
lected data by means of ANOVAs with repeated measures. All post
hoc analyses were performed using the Tukey’s procedure (p-value
was set at a significant p < 0.05).

First of all, ANOVAs were performed on the data collected from
the three non-interactive experiments and for the three interactive
ones, by considering the four typologies for the response dependent
variable (see Fig. 2). Concerning the non-interactive case, the ANO-
VA yielded a significant main effect for the four pairs of typologies,
F(3,132) = 52.43, p < 0.001. The pair wise comparison revealed that
the average score of the pair of typologies aggregate–aggregate was
significantly higher than that of the pairs of typologies aggregate–
solid and solid–aggregate, both p < 0.001. The same behavior was
noticed for the average score of the pair solid–solid versus that of
the pairs aggregate–solid and solid-aggregate (both p < 0.001). As

Table 1
Results of the non-interactive conditions. The cells corresponding to average scores for the pairs of audio–haptic/haptic–audio stimuli of the same typology are highlighted with
gray, and the scores of the stimuli with the same material presented at auditory and haptic level are typed in bold.

Haptic stimulus Auditory stimulus

Wood Metal Snow Gravel Sand Dry leaves

(a) Results of condition A $ H (NI)
Wood 6.73 6.8 4.66 4.73 5.66 4.86
Metal 6.6 6.53 1.93 3.26 4.13 3.6
Snow 3.8 1.93 7.93 6.13 6.93 5.13
Gravel 2.86 2.46 6.53 6.26 7.53 6.46
Sand 4 3.93 5.6 6.33 7.13 6.6
Dry leaves 4.06 2.8 5.13 6.2 6.53 6.93

(b) Results of condition H $ A (NI)
Wood 5.33 4.86 3.53 3.86 4.13 4.6
Metal 5 5.8 2.2 2.13 2.8 2.8
Snow 5.53 2.86 8.2 5.73 5.6 5.4
Gravel 5.33 4.06 5.73 5.66 5.46 5.2
Sand 5.26 5.33 5 7.33 6.73 7.2
Dry leaves 5.33 5.06 5.53 5.56 5.73 6.53

(c) Results of condition A + H (NI)
Wood 6.8 7 4.53 4.8 5.53 6.06
Metal 7 6.06 3.2 5.86 5.73 5.6
Snow 3.6 2.26 8.26 6.73 6.6 6.6
Gravel 3.53 3 6.86 6.73 8.26 7.86
Sand 5 3.8 6.53 6.53 7.93 7.8
Dry leaves 4.4 4.13 6.06 6.66 7.86 6.86
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regards the interactive case, the ANOVA showed a significant main
effect for the four pairs of typologies, F(3,132) = 6.865, p < 0.001.
The pair wise comparison revealed that the average score of the pair
of typologies aggregate–aggregate was significantly higher not only
than that of the pairs of typologies aggregate–solid and solid–
aggregate (both p < 0.001), but also than the pair solid–solid
(p < 0.001).

Further ANOVAs were performed by considering the audio–
haptic pairs with same material belonging to the aggregate (e.g.,
snow–snow), as well as to the solid (e.g., wood–wood), and those
with different materials (e.g., wood–snow) for the response depen-
dent variable (see Fig. 3). Regarding the non-interactive case, the
ANOVA showed a significant main effect for the four pairs of typol-
ogies, F(2,88) = 52.43, p < 0.001. The pair wise comparison revealed
that the average score of the audio–haptic pairs with same mate-
rial belonging to the aggregate typology was significantly higher
than that of both the pairs with materials belonging to different
typologies (p < 0.001), and of the pairs with same material belong-

ing to the solid typology (p < 0.05). In addition, the average score
of the audio–haptic pairs with same material belonging to the solid
typology was significantly higher than that of the pairs with mate-
rials belonging to different typologies (p < 0.001). As for the inter-
active case, the ANOVA yielded a significant main effect for the four
pairs of typologies, F (2,88) = 10.49, p < 0.001. The pair wise com-
parison revealed that the average score of the audio–haptic pairs
with same material belonging to the aggregate typology was sig-
nificantly higher than that of both the pairs with materials belong-
ing to different typologies (p < 0.001), and of the pairs with same
material belonging to the solid typology (p < 0.001).

Moreover, ANOVAs were conducted for each experimental con-
dition separately to test the significance of differences both be-
tween the four typologies, and between the pairs of same
material and the pairs with different materials.

Results of condition A $ H (NI) are illustrated in Table 1(a). The
first noticeable thing emerging from results is that the average
scores corresponding to the stimuli having the same material

Table 2
Results of the interactive conditions. The cells corresponding to average scores for the pairs of audio–haptic/haptic–audio stimuli of the same typology are highlighted with gray,
and the scores of the stimuli with the same material presented at auditory and haptic level are typed in bold.

Haptic stimulus Auditory stimulus

Wood Metal Snow Gravel Sand Dry leaves

(a) Results of condition A $ H (I)
Wood 7.06 4.4 5.06 6.2 6.73 7.06
Metal 5.86 4.06 6.33 6.33 7.8 6.06
Snow 4.8 2.93 7.33 6.6 6.2 6.8
Gravel 4.53 3.4 6.86 5.86 7.33 6.93
Sand 3.93 4 6.73 6.13 6.53 6.73
Dry leaves 5 3.86 4.93 5.33 5.73 6.2

(b) Results of condition H $ A (I)
Wood 4.46 3.73 3 4.13 3.4 4.73
Metal 3.4 2.73 2.33 3 2.6 3.33
Snow 5.4 5.86 7.6 6.06 6.13 3.46
Gravel 6.53 5.46 6.46 4.26 5.6 5.06
Sand 6.33 7.46 5.93 6.66 6.93 6.46
Dry leaves 7.2 6.2 5.06 5.73 6.6 5.8

(c) Results of condition A + H (I)
Wood 5.8 6.93 6.2 6.8 6.4 7.2
Metal 5.33 5.86 5.66 6.46 7 6.93
Snow 5.33 4.33 7.8 6.66 6.66 7
Gravel 5.33 5.46 5.06 5.26 6.8 7.06
Sand 4.86 4.53 6.06 5.93 6.4 7.13
Dry leaves 4.86 4.46 4.2 4.53 6.13 6.46

Fig. 2. Graphical representation of the mean and the standard deviation for participants’ rankings corresponding to the four pairs of material typologies in the non-interactive
(left) and interactive (right) conditions. Legend: A–A represents the audio–haptic pairs of aggregate–aggregate typologies, S–S the solid–solid, A–S the aggregate–solid, and S–
A the solid–aggregate; ⁄⁄⁄ represents p < 0.001.
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typology presented both at auditory and haptic level are generally
higher than the average scores corresponding to the stimuli not
within the same material typology. The repeated measure ANOVA
showed a significant main effect for the four pairs of typologies,
F(3,42) = 31.9, p < 0.001. The pair wise comparison revealed that
the average score of the pair of typologies aggregate–aggregate
was significantly higher than that of the pairs of typologies aggre-
gate–solid and solid–aggregate, both p < 0.001. The same behavior
was noticed for the average score of the pair solid–solid versus that
of the pairs aggregate-solid and solid-aggregate (both p < 0.001).

Considering the audio–haptic pairs with same material it is pos-
sible to notice that the evaluations are among the highest in the ta-
ble. The ANOVA performed between the audio–haptic pairs with
same material and all he others revealed a significant main effect
F(1,14) = 34.322, p < 0.001. In addition, the average score of the
audio–haptic pairs with same material was also proven to be sig-
nificantly higher than that of the pairs belonging to the same typol-
ogy F(1,14) = 4.974, p = 0.042.

Results of condition H $ A (NI) are illustrated in Table 1(b). Sim-
ilarly to the results of condition 1, the scores corresponding to the
stimuli having the same material typology presented both at audi-
tory and haptic level are most of the times higher than the average
scores corresponding to the stimuli not within the same material
typology. In particular, the ANOVA showed a significant main ef-
fect for the four pairs of typologies, F(3,42) = 17.525, p < 0.001.
The post hoc analysis showed that the average score of the pair
aggregate–aggregate was significantly higher than that of solid-
aggregate and aggregate–solid, both p < 0.001; likewise for the
average score of the pair solid–solid versus typology aggregate–so-
lid (p < x0.001).

The evaluations of the audio–haptic pairs with same material
were among the highest in the table. The ANOVA performed be-
tween the audio–haptic pairs with same material and all the others
revealed a significant main effect F(1,14) = 22.45, p < 0.001. In
addition, the average score of the audio–haptic pairs with same
material was also proven to be significantly higher than that of
the pairs belonging to the same typology F(1,14) = 6.668, p = 0.021.

Table 1(c) illustrates the results of condition A + H (NI). Also in
this case, it is possible to notice how the average scores corre-
sponding to the stimuli within the same material typology pre-
sented both at auditory and haptic level are generally higher
than the average scores corresponding to the stimuli not within
the same typology. In more detail, the ANOVA performed between
the four different pairs of typologies revealed significant main ef-
fect, F(3,42) = 24.669, p < 0.001. The post hoc analysis showed that

the average score of the pair aggregate–aggregate was significantly
higher than that of the pairs aggregate–solid and solid–aggregate,
both p < 0.001. The same behavior was noticed for the average
score of the pairs solid–solid versus aggregate–solid and solid–
aggregate (both p < 0.001).

The evaluations of the audio–haptic pairs with same material
were among the highest in the table. The ANOVA performed be-
tween the audio–haptic pairs with same material and all the others
revealed a significant main effect F(1,14) = 16.89, p = 0.001. How-
ever, the audio–haptic pairs with same material were not proven
to be significantly higher than the pairs belonging to the same
typology.

Table 2(a) illustrates the results for the interactive condition
A $ H (I). The ANOVA showed a significant main effect for the four
pairs of typologies, F(3,42) = 18.058, p < 0.001. The pair wise com-
parison revealed that the average score of the pair aggregate–
aggregate was significantly higher than that of the pair solid-
aggregate (p < 0.001), but not than the pair of typologies aggre-
gate–solid. Similarly, the average score of the pair solid–solid
was significantly higher than that of the pair solid–aggregate
(p = 0.002), but significantly lower than that of typology aggre-
gate–solid (p = 0.013). In addition the average score of the pair so-
lid–solid was significantly lower than that of the pair aggregate–
aggregate (p = 0.009).

The evaluations of the audio–haptic pairs with same material
were among the highest in the table. The average value for such
audio–haptic pairs was higher than that of all the others pairs
but not in a significant way. Analogously the average score of the
audio–haptic pairs with same material was not proven to be signif-
icantly higher than that of the pairs belonging to the same
typology.

Results of condition H $ A (I) are illustrated in Table 2(b). The
ANOVA performed between the four different typologies turned
out to be significant, F(3,42) = 21.073, p < 0.001. The post hoc anal-
ysis showed that the average score of the pair aggregate–aggregate
was significantly higher than that of the pair solid-aggregate, p <
0.001, but not than that of typology aggregate–solid. As concerns
the average score of the typology solid–solid, it was significantly
higher than that of typology solid-aggregate (p < 0.001), but lower
than that of typology aggregate–solid, even if not in a significant
way. In addition the average score of the pair solid–solid was sig-
nificantly lower than that of the pair aggregate–aggregate
(p < 0.001).

The evaluations of the audio–haptic pairs with same material
were among the highest in the table. The average value for such

Fig. 3. Graphical representation of the mean and the standard deviation for participants’ rankings corresponding to the audio–haptic pairs with same and different material
in the non-interactive (left) and interactive (right) conditions. Legend: A represents the audio–haptic pairs in the aggregate–aggregate typologies, S in the solid–solid, D those
belonging to the aggregate–solid and solid–aggregate; ⁄ represents p < 0.05, and ⁄⁄⁄ represents p < 0.001.
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audio–haptic pairs was not proven to be significantly higher than
that of all the others pairs nor than that of the pairs belonging to
the same typology.

Table 2(c) illustrates the results for the interactive condition
A + H (I), which consisted of the simultaneous presentation of the
auditory and haptic stimulus, and participants were asked to eval-
uate to which extent the auditory and the haptic stimuli were
coherent with each other. The ANOVA showed a significant main
effect for the four pairs of typologies, F(3,42) = 6.64, p < 0.001.
The post hoc analysis showed that the average score of the pair
aggregate–aggregate was significantly higher than that of typology
solid-aggregate (p < 0.001), but lower than that of typology aggre-
gate–solid, even if not in a significant way. Concerning the average
score of the pair solid–solid, it was higher than that of typology so-
lid–aggregate (p = 0.01), but lower than that of typology aggre-
gate–solid, even if not in a significant way. The evaluations of the
audio–haptic pairs with same material were among the highest
in the table. However, the average value for such audio–haptic
pairs was not proven to be significantly higher than that of all
the others pairs nor than that of the pairs belonging to the same
typology.

The average times taken by participants to complete the
assigned tasks were about three minutes smaller for the non-inter-
active conditions compared to the interactive ones. A t-test proved
the statistical significance of such difference (t (67.762) = $5.0988,
p < 0.001).

4. Discussion

As illustrated in Fig. 2, significantly higher evaluations were
found in the non-interactive conditions for the typologies aggre-
gate–aggregate versus aggregate–solid and solid–aggregate, as
well as for solid–solid versus aggregate–solid and solid–aggregate.
Consequently these findings confirm our hypothesis of higher eval-
uations for the audio–haptic stimuli belonging to the same typol-
ogy rather than those of the different typologies, and in addition
are in line with the trend found in the results illustrated in [16],
in which participants were capable of discriminating both at audi-
tory and haptic level the typology of the presented materials. Con-
versely, such hypothesis was only partially confirmed for the
interactive conditions since significantly higher ratings were found
only for aggregate–aggregate versus solid–aggregate and aggre-
gate–solid. In addition, looking at the gray cells of the Table 2(a),
(b) and (c), it is possible to notice how the average scores inside
the same typologies were in most of the cases quite homogeneous,
indicating that the matching of the materials belonging to the
same typology was not too accurate. Thus, such result partially
confirms the trend found in the results illustrated in [18], in which
participants were capable of discriminating both at auditory and
haptic level the typology of the presented materials.

The hypothesis that the audio–haptic pairs of same material
would receive the highest coherence scores, was confirmed for
the non-interactive conditions and partially confirmed for the
interactive ones, as illustrated in Fig. 3. Indeed, in the non-interac-
tive conditions the evaluations of the audio–haptic pairs of same
material belonging both to the aggregate and solid typology were
proven to be significantly higher than the pairs with different
materials, while for the interactive conditions significance was
found only for the pairs of same material belonging to the aggre-
gate typology.

A deeper comparison between Table 1(a), (b) and (c), and
Table 2(a), (b) and (c), as well as between the two plots of Fig. 2,
reveals on the one hand that the evaluations of the audio–haptic
stimuli of the same typology were on average lower for the inter-
active conditions compared to the non-interactive ones, and on the

other hand that the evaluations of the stimuli of different typology
were on average higher for the interactive conditions compared to
the non-interactive ones.

In addition, looking at the grey cells of the Table 2(a), (b)
and (c), it is possible to notice how the average scores inside
the same typologies were in most of the cases quite homoge-
neous, indicating that the matching of the materials belonging
to the same typology was not too accurate in the interactive
conditions.

Furthermore, the average times taken by participants to com-
plete the assigned tasks were significantly larger for the interactive
conditions compared to the non-interactive ones, although the ac-
tual duration of the trials was identical in the two set of conditions.
This finds an explanation in the fact that participants, who were al-
lowed to try each trial as much as they wanted before giving an an-
swer, repeated the trials more times during the interactive
condition.

All these details lead to the conclusion that subjects performed
better the task non-interactively rather than interactively, thus
contradicting our initial hypothesis. First of all, this might be due
to the fact that during the non-interactive conditions subjects
could concentrate more on the task itself instead of focusing also
on the act of walking. Indeed, on the one hand it has been proved
that when walking on a compliant surface the central nervous sys-
tem controls the whole body in order to maximize stability [26].
On the other hand it has been shown that the use of plantar cuta-
neous vibration feedback is sufficient to elicit a percept of compli-
ance during walking [13]. Therefore it is possible that participants,
especially in presence of an aggregate surface at haptic level, were
confused or distracted from their task in order to compensate for
the change in compliance induced by the haptic feedback. Sec-
ondly, during conditions A $ H (I) and H $ A (I) a haptic sensation
was present also while walking with only auditory feedback (and
no haptic feedback). This situation differs from the one of the
non-interactive conditions in which the haptic sensation arose
clearly only when provided. However, similar results were found
also in condition A + H (I), therefore it is more plausible to think
that the difference between the two sets of conditions was mainly
due to the limits of the simulations. Indeed, a probable explanation
for these findings lies in the fact that participants actually walked
on a surface that was already solid (carpet on a concrete floor), and
thus the real vibrations arriving to the feet when hitting the
ground summed to the simulated ones.

One of the biggest differences between the simulations of solid
and aggregate materials is their temporal duration (see Fig. 1).
Simulations of solid materials are characterized by a short dura-
tion, while the aggregate materials are simulated using signals
having a longer temporal evolution. While walking the feet are in
contact with the ground for a time longer than the duration of
the haptic simulation of the solid surface therefore the incongru-
ence between a solid surface provided at haptic level and an aggre-
gate surface provide at auditory level could be less noticeable.
Therefore such results confirm that using the proposed shoe sys-
tem it is indeed a hard task to enhance, at haptic level, a realistic
haptic sensation of walking over a solid surface while actually
walking over a surface that is already solid.

Conversely, in presence of a simulated aggregate surface inter-
actively provided, the contribution arriving to the feet is the sum of
the simulated vibrations and those coming from the ground (solid
surface in the case of our experiment), and therefore the incongru-
ence between an aggregate surface provided at haptic level and a
solid surface provided at auditory level could be less noticeable.

Finally, no substantial differences were found either between
results of the three non-interactive conditions or between those
of the interactive ones. Participants were no more accurate in
matching haptic and audio stimuli when presented sequentially,
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regardless of presentation order, or when presented
simultaneously.

5. Conclusions

In this paper, we described an experiment whose goal was to
assess the ability of subjects in matching pairs of simulated mate-
rials presented at auditory and haptic level both interactively and
non-interactively. Better matching ability was found for the non-
interactive case compared to the interactive one, although this
may be due to the limits of the technology used for the haptic sim-
ulations, especially in what concerns the solid surfaces. Overall,
subjects expressed a higher level of semantic congruence for those
materials which belonged to the same typology over that for mate-
rials belonging to a different typology. These results, together with
those reported in [14,16] and [18] show that material typology is
processed very consistently in both the auditory and haptic modal-
ities. This suggests that there are similarities between the percep-
tual spaces of the two modalities, and this could be explained by
the presence of a shared representation underlying both modali-
ties. Further studies should be performed to verify such hypothesis.

Finally, these results are important in order to provide guide-
lines to designers of audio–haptic interfaces for navigation in vir-
tual environments. Indeed, practical indications can be derived
from this study. Results of condition A + H (NI) reveal that when
simulating non-interactively the audio–haptic walk on a surface
material, in presence of a footstep sound on a solid material it is
possible to utilize at haptic level any other solid material, but not
an aggregate one, which would be perceived as not fitting well;
similarly when providing the sound of a footstep on an aggregate
material it is possible to use at haptic level any other aggregate
material, but not a solid one. Conversely results of condition
A + H (I) only indicate the necessity of not providing an aggregate
material at haptic level when at auditory level a solid surface is
presented.
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