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A B S T R A C T

The integration of emotion recognition capabilities within musical instruments can spur the emergence of novel
art formats and services for musicians. This paper proposes the concept of emotionally-aware smart musical
instruments, a class of musical devices embedding an artificial intelligence agent able to recognize the emotion
contained in the musical signal. This spurs the emergence of novel services for musicians. Two prototypes of
emotionally-aware smart piano and smart electric guitar were created, which embedded a recognition method
for happiness, sadness, relaxation, aggressiveness and combination thereof. A user study, conducted with eleven
pianists and eleven electric guitarists, revealed the strengths and limitations of the developed technology. On
average musicians appreciated the proposed concept, who found its value in various musical activities. Most
of participants tended to justify the system with respect to erroneous or partially erroneous classifications of
the emotions they expressed, reporting to understand the reasons why a given output was produced. Some
participants even seemed to trust more the system than their own judgments. Conversely, other participants
requested to improve the accuracy, reliability and explainability of the system in order to achieve a higher
degree of partnership with it. Our results suggest that, while desirable, perfect prediction of the intended
emotion is not an absolute requirement for music emotion recognition to be useful in the construction of
smart musical instruments.
1. Introduction

The field of New Interfaces for Musical Expression (NIME) inves-
tigates how to progress the design, development, and evaluation of
musical interfaces, along with reflective practices on their use (Jense-
nius and Lyons, 2017; Bown et al., 2009). Digital musical instru-
ments (DMIs) are a central pillar within this domain Miranda and
Wanderley (2006). Since electronics made inroads into the art and
science of musical instrument making, several DMIs have been in-
vented in both academia and industry, along with applications based
on them (Bovermann et al., 2017). One of the research frontiers in the
NIME field is represented by the so-called Smart Musical Instruments
(SMIs) (Turchet, 2019). This is an emerging class of DMIs characterized
by sensors, actuators, embedded intelligence (i.e., artificial intelligence
methods running on embedded devices), and wireless connectivity to
local networks and the Internet. These self-contained, connectivity, in-
teractive, and intelligent features may confer DMIs with unprecedented
context-awareness or proactivity capabilities.

To date, only a handful of musical instruments encompassing some
of the envisioned features of SMIs exist in both industry and academy.
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In particular, research about how to confer intelligence to musical
instruments is still in its infancy. Methods to progress the design of
SMIs are provided by the recent machine learning developments in the
field of Music Information Retrieval (MIR), which investigates compu-
tational methods to extract information from musical signals. However,
thus far the field of NIME has had a relatively scarce interaction
with the field of MIR. As a result, current SMIs have only marginally
exploited the possibilities offered by the underlying hardware, and
advanced context-aware applications have yet to be created.

In context-aware computing one of the aspects defining the context
surrounding a smart object is the type of activity the user is performing
with it (Abowd et al., 1999). Concerning musical activities, playing a
musical instrument with a given emotional expression is one of the
relevant aspects of context that can be detected and subsequently re-
purposed for proactive applications. Music Emotion Recognition (MER)
is a subfield of MIR that deals with the retrieval of emotions contained
in musical signals (Yang et al., 2018; Gómez-Cañón et al., 2021; He
and Ferguson, 2022). Nevertheless, most of existing MER methods
vailable online 23 July 2024
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have been developed for music involving multiple musical instru-
ments, rather than individual instruments. Directly reusing, for this
scenario, existing machine learning models would therefore be unlikely
to produce satisfactory results. Moreover, most of the utilized datasets
have been created from annotations of listeners rather than from the
annotations of the musician who created and performed the music,
ideally with varying degrees of the emotional intensity (from weak
to strong). Therefore, there is a need for novel datasets specifically
created for the task of retrieving emotions from musical excerpts played
by musicians on individual instruments. These aspects are crucial for
enhancing DMIs with emotional awareness. It is worth noticing that
the emotion expressed by a musician may be different from the emotion
they actually felt during the act of playing (Van Zijl and Sloboda, 2011).
Nevertheless, from the acoustic signal alone it is possible to investigate
only the emotion intended by the musician (physiological signals would
be a much better indicator for felt emotions) (Turchet et al., 2024).

In this study we aim to create a method for recognizing a musician’s
intended emotions from the signal of an individual musical instrument,
as well as embed such intelligence into the instrument with the end goal
of turning it into an emotionally-aware SMI that enables novel applica-
tion scenarios. This research endeavour is underpinned by the vision
for a technology that can forge an effective partnership between a
musician and an artificial agent, where the human and the machine can
cooperate through the mediation of a musical device. How to design a
system able to achieve a partnership truly combining the human and
machine complementary skills and capabilities is an unsolved problem
for the musical domain, and this is particularly true for the case of
emotions in music and the deployment of the artificial agent into the
musical instrument itself. A complementary open question concerns the
extent to which musicians accept and take advantage of such novel
technology, which calls for proper assessment procedures. In summary,
our investigation was driven by the following research questions:

RQ1: How well can state-of-the-art MER systems running on an em-
bedded device identify a musician’s intended emotion from the
signal of an individual instrument?

Q2: How effective is transfer learning in neural networks for a single-
instrument MER task when the donor corpus contains multiple
instruments?

Q3: What is the experience of musicians interacting with an
emotionally-aware SMI?

Q4: Do musicians change their perception of the interaction with
an emotionally-aware SMI if the set of classifiable emotions is
known in advance?

This work builds upon our previous study reported in Turchet
nd Pauwels (2022), which investigated the classification of emotions
usically expressed by classical and steel-string guitar players. First,
e extend that study to investigate two new musical instruments: piano
nd electric guitar. Second, for the first time we embed the developed
ER method within the instrument itself, leading to emotionally-aware

mart piano and smart electric guitar. Third, we investigate the actual
se of the developed technology by musicians to assess their experience
s well as the level of the resulting human-artificial partnership.1 The
ntended target user of the developed MER method is a musician
laying an SMI. In particular, we focused on the figure of the composer–
erformer rather than the composer or the performer, because they are
he type of musician who commonly creates and expresses emotionally
onnotated music, such as improvisations (e.g., for recreational music
aking, performances, or rehearsals). Furthermore, merging the roles

1 A demo video of the system in action is available at https://youtu.be/
iHcn7VHEHA
2

of composer and performer removes any possibility of emotional ambi-
guity between composition and performance, such as when a performer
interprets a composition in a way that contradicts the composer’s
intent.

We selected a transfer learning approach strongly inspired by a
state-of-the-art MER model reported in Alonso-Jiménez et al. (2020).
It relies on a source model trained for music tagging on a much larger
collection (Pons Puig et al., 2018), which is freely available. We im-
plemented our model to run on an embedded system. Before adopting
a transfer learning workflow we attempted other MER methods, but
without achieving good performance. Our hypothesis was that the use
of a transfer learning MER model coupled with a relatively small ad
hoc dataset of individual instruments involving four emotions (aggres-
siveness, relaxation, happiness, sadness) would have led to satisfactory
recognition accuracy, thus enabling the creation of emotionally-aware
SMIs.

Equipping SMIs with the ability to be aware of the emotions ex-
pressed by the player enables the creation of dedicated applications
and services supporting various kinds of musical activities. For instance,
in the context of Internet of Musical Things applications (Turchet
et al., 2018), having reliable machine learning models for emotion
recognition would enable the control of peripherals external to the
instrument (e.g., stage lights, smoke machines, visuals, haptic devices
for the audience), whose evolution will vary depending on the emotion
musically expressed by the player. This enables the exploration of
new frontiers for multi-sensory music composition and to conceive
new concert experiences. Moreover, new applications based on the
emotional indexing of large music catalogs could be devised, such
as the retrieval of emotional music through SMIs interactions with
the cloud. Furthermore, the SMIs’ capability of retrieving the emotion
contained in the music signal can be exploited to inform in real-time
the behaviour of AI agents for music generators, fostering the creation
of new ecosystems of humans and machines that enable new forms of
artistic expression. In general, the integration of emotion recognition
capabilities within musical instruments can spur the emergence of
novel art formats and new services for musicians, which calls for further
artistic research on such unexplored but promising possibilities.

2. Related work

2.1. Smart musical instruments and embedded audio

While different SMIs products and prototypes have been created
by the industry and academic research (noticeable examples are the
Sensus Smart Guitar by Elk,2 the smart acoustic guitar by HyVibe,3
and the Lava Me 3 by Lava Music4), today the idea of enhancing
musical instruments with advanced intelligent capabilities remains a
vision more than a reality (Turchet, 2019). The barriers that thus far
have hampered the creation of SMIs have been the lack of appropriate
hardware and software tools for their development (Renney et al.,
2022). Nevertheless, in recent years different embedded platforms ded-
icated to audio processing tasks have been proposed, such as Bela
and the Elk Audio OS. Moreover, such availability of increasingly
powerful embedded computers has led many deep learning framework
developers to devise software optimized to run trained models in
resource-constrained contexts (Stefani et al., 2022). As a result, the
use of deep learning on embedded audio devices has become more
widespread.

These advances in hardware and software technology concretely
enable the creation of SMIs and applications for them. Nevertheless, to
the authors’ best knowledge the challenge of integrating a MER method
into an individual instrument has not been addressed yet. The present
study is the first to investigate how to turn a conventional musical
instrument into an emotionally-aware one.

2 https://youtu.be/fqzEQnsSIoY?si=JnVy8ndarbN3rQ69
3 https://www.hyvibeguitar.com/
4
 https://www.lavamusic.com/lava-me-3
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2.2. Automatic music emotion recognition

Several studies at the confluence of MIR and music psychology
have investigated the relations between emotions and specific musical
attributes, such as low-level (e.g., spectral features), perceptual (e.g., ar-
ticulation), and high-level semantic features (e.g., genre) (Panda et al.,
2020a). This has allowed scholars to uncover various associations.
For instance, it has been found that sadness and anger are often
associated with minor modes, while happiness is frequently related
to pieces characterized by major modes (Gabrielsson and Lindström,
2001). Moreover, simple, consonant harmonies are typically associ-
ated with happiness, pleasantness, or relaxation, whereas complex,
dissonant harmonies with emotions such as excitement, tension, or
sadness (Laurier et al., 2010).

Different authors have proposed MER methods, fostered by the fact
that emotion is one of the most prominent criteria used by listeners to
search music (Inskip et al., 2012). Relevant examples of such methods
are reported in Laurier et al. (2007), Yang et al. (2008), Laurier et al.
(2010), Aljanaki et al. (2017) and Panda et al. (2020b). Typically MER
methods are based on two distinct approaches. The first consists of the
classification of a given musical excerpt into one or more emotions,
thus becoming a multi-label classification problem with a fixed vocab-
ulary (Chowdhury et al., 2019). The second comprises the regression of
a continuous emotional space such as the Arousal–Valence one (Russell,
1980), and subsequently clustering such space to obtain a specific
emotion vocabulary (Soleymani et al., 2013). In this paper, we focus on
the first approach. As shown by results of existing studies (Yang et al.,
2018; Panda et al., 2020b) and the Audio Mood Classification task
of the 2007–2020 Music Information Retrieval Evaluation eXchange,
state-of-the-art solutions for multi-label classifications are still unable
to accurately solve simple problems such as the classification of four or
five emotion classes.

An important component of the MER endeavours is represented by
datasets of music with emotion annotations. Whereas several datasets
have been produced by the MIR community (e.g., Yang et al. (2008),
Panda et al. (2020b), Aljanaki et al. (2017), Gómez-Cañón et al.
(2022)), these typically do not take into account the true nature of the
emotions intended by the composer–performer (including the intensity
level of the expressed emotions), nor are they focused on individual
instruments. Large and freely available emotionally annotated datasets
specific to individual instruments and composers–performers are cur-
rently missing in the MIR literature, along with dedicated MER methods
for such cases. This is a major limitation that hampers the development
of emotionally-aware SMIs.

3. Dataset creation

One of the aims of this research was to develop a novel dataset of
musical excerpts specifically conceived for the creation of emotionally-
aware SMIs. We focused on composers–performers playing new, un-
familiar pieces on two musical instruments: piano and electric gui-
tar. These instruments were selected not only because they are very
widespread, but also because they are able to produce radically differ-
ent timbres (the former purely acoustic sounds, the latter electrically
modified sounds resulting from the application of a variety of audio
effects). This enables us to assess the presence of variations in the
MER algorithm performances due to the timbre of the instrument.
In addition, the dataset was conceived to include examples of target
emotions with varying levels of intensity, from weak to strong, which
enables the study of more subtle variations in emotion.

The focus of the dataset was on four emotions: aggressiveness,
relaxation, happiness, and sadness. On the one hand, these emotions
were selected because they have been investigated in several studies
on emotional expression in music (Gabrielsson and Juslin, 2003), and
because they cover the four quadrants of the two-dimensional Arousal–
Valence space (Juslin and Sloboda, 2001). On the other hand, they were
chosen because they have been tested in previous machine listening
setups (Laurier et al., 2010; Alonso-Jiménez et al., 2020; Turchet and
3

Pauwels, 2022).
Table 1
Number of composed pieces in the created dataset categorized by the instrument,
composers’ emotional intent and its intensity.

Piano recordings

Intensity Aggressive Relaxed Happy Sad Total

Low 21 18 16 18 73
Medium 27 32 30 29 118
High 26 26 28 27 107

Total 74 76 74 74 298

Electric guitar recordings

Intensity Aggressive Relaxed Happy Sad Total

Low 22 29 26 26 103
Medium 33 33 39 36 141
High 39 32 30 32 133

Total 94 94 95 94 377

3.1. Participants

The dataset was created by 23 expert piano players and 27 expert
electric guitar players (all Italian; 2 female, 48 male), aged between
18 and 45 (mean = 30.2, SD = 6.1). They reported having at least
13 years of active music expertise (mean = 18.4, SD = 8.4) and on
average started learning to play music at the age of 9. We selected
such musicians because they were both able to compose and perform
emotional intentions well. Specifically, we aimed to avoid potential
differences in the intended emotions that may arise between the two
roles of composer and performer (Quinto and Thompson, 2013).

3.2. Procedure

Following the approach reported in our previous study (Turchet
and Pauwels, 2022), each musician was asked to compose and record
at least 12 short emotional pieces, 3 for each of 4 emotions (aggres-
siveness, relaxation, happiness, sadness). Each recording was required
to have a duration ranging from 20 to 60 s and should have been
performed in optimal conditions such as in a recording studio or a
silent room, using the internal microphone system embedded in the
instrument or external microphones. Pianists were asked to not apply
any effect to the audio signal either while recording or in the editing
production phase, but to use the original acoustic sound of the instru-
ment. Conversely, electric guitarists were instructed to use as much as
they wanted any kind of effect and chain of effects. To the end goal
of increasing variety in the dataset, all musicians were asked to create
multiple pieces within the same emotion that were distinct from one
another (e.g., with a different style, tonality, harmonic progressions,
etc.). No further indication was given. Therefore, musicians were left
completely free to use their creativity to express the indicated emotions,
using various degrees of emotional intent (e.g., very sad music or a little
aggressive piece), playing technique, expressive technique, style, genre,
harmonic progression, tempo, etc.

Most musicians recorded more than the 12 compositions required.
This led to a total of 675 recordings, of which 298 for piano and 377 for
electric guitar. Subsequently, musicians were asked to indicate for each
piece the level of their emotional intent in expressing that emotion,
on a 3-point scale indicating a low, medium, and high intensity. For
example, regarding sadness the values composers could choose from
were ‘‘a little sad’’, ‘‘sad’’, and ‘‘very sad’’ (analogously for the other
emotions). Notably, this request was made after and not before the
recording because we wanted to leave the musicians free to express the
emotion with the intensity that they felt was most appropriate, without
imposing a particular level on them. Musicians were not forced to play
pieces with all three emotional levels, they were free to skip one or
two levels if wanted. Table 1 provides a description of the dataset in
terms of instrument, number of composed pieces categorized by the

musicians’ emotional intent and their intensity.
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4. Machine learning models

The purposely created datasets of piano and electric guitar record-
ings were used to create two separate, instrument-specific music emo-
tion recognition models. For their final deployment as part of an SMI,
the entire datasets are used to train each model, and testing is done by
letting users play new compositions. However, in order to determine
the optimal parameterization of the models, and to get an idea of their
performance, a series of five-fold cross-validation experiments were
performed with the datasets.

4.1. Experimental setup

The instrument-specific models were created following a strategy
inspired by Alonso-Jiménez et al. (2020), which we also followed for
the creation of an acoustic guitar-specific MER model in our previous
work (Turchet and Pauwels, 2022). We started from a convolutional
neural network that encodes audio-specific knowledge in its archi-
tecture, called MusiCNN (Pons and Serra, 2019). It processes mel-
spectrograms in disjoint 3 s chunks. Its pretrained weights obtained
from reproducing tags for large collections of audio were used as a
starting point to perform transfer learning with our custom, smaller
datasets. We used the MusiCNN weights up to the penultimate layer
nd added a new classifier head of two dense layers on top, which we
rained in two stages. First the randomly initialized head is trained until
onvergence with the pretrained weights frozen. Then the whole model
s unfrozen to allow a holistic finetuning step.

The main difference with (Alonso-Jiménez et al., 2020), is that we
pted for a multi-class approach, where we aim to predict all four emo-
ions concurrently, whereas they created independent binary classifiers
or each emotion. Their training data were multi-instrument, down-
ixed recordings that are commercially available and a magnitude

arger in size. We have previously shown that these models do not
eneralize well to single-instrument recordings (Turchet and Pauwels,
022). Our motivation to build a single model for all emotions was to
ake maximal use of our limited data. We also argue this way allows

or exploiting mutual information between emotions.
For each 3 s chunk, the model returns values between 0 and 1

orresponding to each emotion due to its final softmax layer. In our
ontrolled setup, we can rely on the fact that the emotion in the record-
ng will remain constant over its whole duration. We therefore average
he values of the same emotion for all chunks before determining which
f the averages is the highest, a process known as soft voting over time.
his improves the robustness of the emotion estimate.

From previous human labelling experiments (Turchet and Pauwels,
022), we have learned that humans deem emotions in music as am-
iguous in more than 35% of cases, meaning that two or more emotions
re deemed present to the same extent. This presence was measured
n a 7-point Likert scale, whereas the output of our machine learning
odels are continuous values between 0 and 1. The latter means that

t is virtually impossible for multiple emotions to be assigned the same
utput value.

In order to let our machine learning models produce a similar sense
f ambiguity, we did not just use the maximum softmax value of the
utput layer to identify the emotion present, as would be commonly
one for multi-class problems. Although it is known that the absolute
utput values produced by a softmax are unlikely to be calibrated
n a way that they can be interpreted as probabilities (Guo et al.,
017), their relative values are a reasonably effective representation of
ncertainty (Pearce et al., 2021). Therefore, we assign an unambiguous
motion to a recording only when the distance between the highest
nd second highest softmax value exceeds a threshold. Otherwise, the
motion is deemed ambiguous. Following our previous work (Turchet
nd Pauwels, 2022), we set this threshold to 1∕7. Its value can be
odified to tweak the proportion of emotionally ambiguous recordings,

ut the resulting proportion roughly matched the proportion of human
4

mbiguity measured in an acoustic guitar dataset.
4.2. Results

The datasets were divided into five splits, whereas the recordings
of each composer–performer were assigned indivisibly to a single split.
This way, the scenario of having new performers play with the SMIs
was best simulated. The splits were furthermore balanced to have
equal duration of emotions. We tried transfer learning with pretrained
weights coming from the Magna-Tag-a-Tune (Law et al., 2009) (≈ 19𝑘
tracks) and the Million Song Dataset (Bertin-Mahieux et al., 2011)
(≈ 200𝑘 tracks). Both gave comparable results, so we continued with
the Magna-Tag-a-Tune weights. For comparison, we also tried training
models from scratch, which resulted in far worse performing models.
This illustrates the challenge of capturing wide-ranging concepts such
as emotions with comparatively little data. The Python code to perform
the experiments and train the final models is available online.5

After determining the optimizer, batch size and learning rate hy-
perparameters, we achieved training accuracies of 76.50 ± 3.78% and
87.98± 4.47% for piano and electric guitar, respectively. The validation
accuracies were 67.95±3.14% and 50.09±4.80%. All results are reported
after the soft voting procedure. The corresponding confusion matrices
are depicted in Fig. 1. From these, we observe distinct behaviour
between both instruments, despite the identical training procedure.
The electric guitar model is clearly overfitting, as shown by the large
gap between train and validation accuracies, whereas the piano model
behaves much better in this regard. This in spite of the larger number
of examples available for electric guitar. It is tempting to ascribe
this difference to the wider variety in timbre that an electric guitar
augmented with unrestricted effects can obtain, compared to the tim-
bral variety of an acoustic piano (recall the briefing in Section 3.2).
However, due to the transfer learning approach, we cannot be entirely
sure this is the cause. It might be that the donor weights are simply
a more appropriate starting point for one instrument over the other.
Nonetheless, the Magna-Tag-a-Tune dataset contains more examples of
guitar (though potentially also including acoustic guitar) than piano,
and the same goes for our own dataset. It is, therefore, unlikely that a
simple imbalance in the amount of training data per instrument is the
root cause. An imbalance in training data normalized by data variance
(as hard as that is to quantify) is thus more likely.

Regarding differences in accuracy between emotions, we see that
aggressiveness is consistently easiest to detect. Again, the caveat needs
to be made that this might be due to the pretrained weights, but
when we previously noticed this for acoustic guitar emotion recogni-
tion (Turchet and Pauwels, 2022), aggressiveness was confirmed by
human evaluation to be the most distinct emotion. Relaxed and sadness
seem particularly prone to be confused and in the case of electric guitar,
a degenerate recognition of happiness around chance level is noted.

The introduction of the ambivalence criterion post-training makes
the trends from the confusion matrices more explicit, as seen in Ta-
ble 2. The easy recognition of aggressiveness leads to low ambivalence
values, whereas the other intended emotions are harder to recognize
unambiguously. Whether that is true in general or just an artefact of our
model cannot be established without large-scale human annotations.
The proportion of the ambivalence output differs between instruments,
with piano generally having better recognition but with higher am-
bivalence, and electric guitar worse but more unambivalent emotion
recognition.

Regardless of the cause, the introduction of the ambivalence output
is intended to improve the user experience of SMI users by giving some
leeway to the predictions. We postulate that when the machine learning
model is not entirely sure of its output, even though it could be right,
it is better to communicate that to the user rather than returning a
forced choice that might be completely wrong. This is another example
of how uncertainty quantization of machine learning models has real-
word applications in music retrieval scenarios, like in Pauwels and
Sandler (2019).

5 https://github.com/jpauwels/instrument_emotion_recognition
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Fig. 1. Aggregate confusion matrices for the optimal network trained with five-fold cross-validation.
Table 2
Ratio of the machine-predicted emotions as a function of the emotion intended by the composer–performer for both instrument models. Bold indicates a match between predictions
and intended emotions. Ambivalent predictions correspond to recordings where the highest machine output did not stand out sufficiently from the outputs of other emotions.

Intention Piano Electric Guitar

Aggressive Relaxed Happy Sad Ambivalent Aggressive Relaxed Happy Sad Ambivalent

Aggressive 72.97 0.00 6.76 0.00 20.27 75.53 4.26 8.51 5.32 6.38
Relaxed 1.32 32.89 3.95 2.63 59.21 3.19 31.91 8.51 36.17 20.21
Happy 10.81 1.35 50.00 1.35 36.49 25.26 11.58 22.11 18.95 22.11
Sad 4.05 12.16 4.05 12.16 67.57 8.51 17.02 7.45 52.13 14.89
5. User study

The goal of the user study was to assess the experience of piano and
electric guitar players in interacting with the respective emotionally-
aware SMI, as well as evaluate the degree of partnership that the
technology could achieve. Notably, we investigated the case in which
a musician records a short music excerpt and subsequently the MER
method embedded in the instrument provides the classification. Our
aim was to investigate the musicians’ experience of the technology after
having created a recording. This is the case occurring when an SMI
is equipped with a recording-based service (such as the one reported
in Turchet et al. (2020) for content-based queries to online music
repositories).

The user study comprised two experiments. In the first experiment,
participants were not prompted about what categories of emotions the
system could recognize. Conversely, in the second experiment partici-
pants were fully aware of the categories. The rationale underlying this
choice was to assess whether prior knowledge about the capabilities of
the MER system embedded in the instrument could have an impact on
the perception of the quality of the system itself and, as a consequence,
on the level of satisfaction and acceptance and, ultimately, its usage.

5.1. Apparatus

The emotion recognition system was devised to be executed on
a small single-board computer that can be embedded into a musical
instrument, turning it into an SMI. We used a Raspberry PI 4 (4 Gb
5

RAM model), which was fitted with a high-resolution analog-to-digital
conversion board (Elk PI dev-board) and the Elk Audio OS (Turchet
and Fischione, 2021). Elk Audio OS is a Linux-based operating system
geared towards low-latency and high-resolution audio processing on
embedded platforms. It employs the real-time Xenomai kernel to handle
the audio-processing routine of any virtual audio plugin. The design of
the whole system easily allows it to be independent of a wired power
connection and be embedded into either an SMI or a standalone effect
box.

The emotion recognition pipeline is composed of three stages: a
recorder, a set of feature extractors, and an instrument-specific deep
classifier. The entire pipeline was developed in C++ as a VST audio
plugin leveraging the JUCE framework and was cross-compiled for Elk
Audio OS and the Linux ARM 64-bit architecture.

The recognition system first records a short emotional piece from
the audio input (monaural). Then the recording is downsampled from
48 kHz to 16 kHz and sliced into frames (hop size: 256, frame size:
512). Subsequently, a mel spectrum of 96 bands is computed for each of
those frames and disjoint chunks of 187 frames (around 3 s) are created
using the Essentia Library (Bogdanov et al., 2013). The type of features
used and the parameters for each stage of the extraction are dictated by
the architecture of MusiCNN, which forms the initial layers of our clas-
sifier. The selection of features for the input of MusiCNN was informed
by studies on musically motivated deep architectures (Pons et al.,
2016). In parallel to the extraction, we employ a simple start/stop-of-
performance detector based on a signal power threshold and a low-pass
filter, to avoid classifying silent sections at the beginning and end of
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each recording. Subsequently, three-second-long chunks of the feature
matrix are fed one by one to the emotion classifier for the musical
instrument played. These models, which were created and trained with
TensorFlow and Keras, were converted to the TensorFlow Lite (TFLite)
format, and the TFLite interpreter was integrated into the code to
execute inference on the embedded device. TFLite was chosen as it was
found to be one of the best-performing engines for embedded inference
according to the measurements reported in Stefani et al. (2022), and the
conversion process from TensorFlow is seamless.

Following the criterion adopted in Turchet and Pauwels (2022), we
considered the predicted emotion to be ambivalent whenever two or
more of the largest softmax outputs were within 1∕7 of each other. For
the experiment, the MER system was designed to either produce a single
emotion, in the non-ambivalent case, or a list of the emotion labels for
which the softmax output was within 1∕7 of the largest output.

For the user study, the emotion recognition plugin was controlled
remotely via a laptop and a JUCE application through Open Sound
Control messages. The remote controller allows an operator to start and
stop a plugin for the instrument of choice, set the recording gain level,
tune the silence threshold for the start/stop detector, and monitor both
a signal meter and the classification results.

5.2. Participants

Eleven expert piano players and eleven expert electric guitar players
took part in the experiment (21 Italians, 1 Sri Lankan, 4 females, 18
males, aged between 22 and 59, mean = 32.2, SD = 7.8). They reported
having at least 12 years of active music expertise (mean = 16.7, SD
= 8.1) and on average started learning to play music at the age of
9. They were selected for their ability to both improvise and perform
emotional intentions well. No participant involved during the record-
ings of the dataset took part in the evaluation experiment. Participants
took on average one hour and a half to complete the experiment. The
answers provided during the experiments were translated from Italian
to English. The procedure, approved by the local ethical committee,
was in accordance with the ethical standards of the 1964 Declaration
of Helsinki.

5.3. Procedure

The two experiments were conducted in part at the laboratories of
the University of Trento, and in part at the houses or recording studios
of the participants. Participants were asked to use their own musical
instrument and, for the case of electric guitarists, the sound effects
equipment they usually utilize (see Fig. 2). During the experiments, par-
ticipants were assisted by an experimenter for facilitating the unfolding
of the procedure.

Experiment 1: unprompted emotions. The first experiment con-
sisted of the following steps.

STEP 1. Participants were briefed about the experiment and signed
a consent form. Secondly, they were asked to improvise 4 short musical
excerpts, of duration between 20 and 60 s. No indication about what
emotions they should play or what emotions would have been recog-
nized by the system was provided. However, they were asked to avoid
repeating the same emotion twice, i.e., all 4 recording had to have a
different emotional character.

STEP 2. After a piece was recorded, participants were asked to
briefly describe the main emotion expressed while playing. They were
also asked to rate the intensity of the described emotion on a 3-point
scale (low, medium, high).

STEP 3. Subsequently, participants were provided with 2 music ex-
cerpts selected among those contained in the dataset reported in Turchet
and Pauwels (2022). The aim for this was to test a potential application
of the technology where a user performs an emotion-based query-by-
playing to an online music repository . Such pieces were intended to
match the emotion expressed by the musicians while playing, based on
6

Fig. 2. A picture of a participant of the user study, where it is possible to see the
experimental apparatus.

the classification performed by the MER method. The musical excerpts
in the dataset were categorized according to the listener annotations
in Turchet and Pauwels (2022). In particular, the most frequent an-
notation for each emotion across multiple listeners (statistical mode)
indicated the label emotion to be used. Notably, the resulting label
contained more than one emotion whenever most listeners agreed
on giving more emotions the same (highest) score. Dataset excerpts
were therefore separated into 15 categories, where four identified the
main emotions (aggressiveness, relaxation, happiness, sadness) and the
remaining 11 all the ambivalent combinations of 2 or more emotions
(e.g., aggressiveness + relaxation, aggressiveness + happiness). Each
category contained at least 4 excerpts. During the experiment, the
emotion, or combination of emotions, predicted by the MER system
was used to retrieve 2 tracks from the dataset categories. The arrays of
tracks for each category were shuffled at program startup, and a track
counter was kept, so that each time, two different random tracks would
be played. Notably, the MER system could have been correct or wrong,
and even when correct, the retrieved content could have been more or
less appropriate depending on the musician’s perception. After having
listened to both excerpts, participants were asked to rate on an 11-
point Likert scale to what extent they were satisfied with the retrieved
content (from the sole standpoint of the emotion).

STEP 4. After having completed all recordings and the responses
to the questions above, participants were asked to listen to the 4
recordings of their playing. Only at this point participants were exposed
to the labels predicted by the classifier, and for each recording they had
to rate, on an 11-point Likert scale, to what extent they agreed with the
predicted emotion, as well as they were asked to motivate their answer.

Experiment 2: prompted emotions. In the second experiment,
conducted immediately after the first, participants underwent the fol-
lowing steps:

STEP 1. Participants were asked to play 8 short musical excerpts,
of duration between 20 and 60 s. For each performance, they were
prompted to express one of the four emotions in the vocabulary of the
classifier, resulting in two excerpts for each. The order was randomized.
For each piece, participants were not prompted with a specific inten-
sity, but were asked to indicate it afterward on a 3-point scale (low,
medium, high).

STEP 2. After playing each piece, participants were provided with
the classification produced by the system and were asked to rate on an
11-point Likert scale to what extent they agreed with it, and why.

Final questions. At the end of both experiments, participants were
asked about their demographics as well as the following questions on
an 11-point Likert scale [strongly disagree, strongly agree]:

• I enjoyed using this system;

• I would recommend the system to a friend;
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Fig. 3. Mean and standard error of participants’ satisfaction with respect to the
retrieved content in Experiment 1 (unprompted emotions).

• I would use the system frequently;
• Knowing in advance the range of emotions classifiable by the

system impacted positively my experience with the system;
• Knowing in advance the range of emotions classifiable by the

system impacted negatively my experience with the system.

The first three questions aimed at assessing the extent to which
the system and the concept behind it were appreciated. The last two
questions aimed at assessing to what extent the prior knowledge of
the system recognition capabilities had an impact on participants’
experiences. We asked about both the positive and negative impact to
assess the consistency in the participants’ answers as well as to avoid
biases in the terminology of the question.

The following open-ended questions were also asked:

• Please elaborate on whether the prior knowledge of the emo-
tions classifiable by the system impacted your perception of it
compared to when the emotions were not known.

• In which musical activities would you use the system most?
• How would you improve the system?

Moreover, participants were given the possibility to leave an open
comment. Finally, a short semi-structured interview was conducted to
gather further insights about the experience of interacting with the
system, especially from the standpoint of the perceived partnership
level.

5.4. Results

5.4.1. Results of experiment 1 (unprompted emotions)
In Experiment 1 participants were not aware of the emotions recog-

nizable the system and could select their own label to describe their
intended emotions. Table 3 provides a description of the resulting
dataset in terms of number of composed pieces categorized by the
composers’ emotional intent and their intensity, where the chosen
emotional labels were grouped in one of the four quadrants of the
Russell’s circumplex model of affect (Russell, 1980). Specifically, the
following labels were comprised in each quadrant:

Q1: Happy, joy, cheerfulness, vitality, joyful delight, uplifting, opti-
mistic;

Q2: Aggressive, rage, angry, tension, excitement, craving jealousy,
afraid;

Q3: Sad, melancholic, nostalgic, distress.

Q4: Relaxed, chill, calm, peaceful, serenity, love;
7

Table 3
Number of composed pieces in the dataset resulting from Experiment 1, categorized by
the (unprompted) composers’ emotional intent (across the 4 quadrants of the Russell’s
model) and its intensity.

Piano recordings

Intensity Q1 Q2 Q3 Q4 Total

Low 1 1 1 1 4
Medium 3 7 9 1 20
High 7 4 3 6 20

Total 11 12 13 8 44

Electric guitar recordings

Intensity Q1 Q2 Q3 Q4 Total
Low 0 1 1 0 2
Medium 8 6 5 6 25
High 4 5 4 4 17

Total 12 12 10 10 44

Fig. 4. Mean and standard error of participants’ agreement with the predicted labels
in Experiment 1 (unprompted emotions).

Table 4 reports the confusion matrix of the labels predicted by
the MER method for each of the four categories across which the
chosen emotions were grouped. Fig. 3 illustrates the mean and standard
error of participants’ ratings of the satisfaction with respect to the
retrieved audio files. Fig. 4 illustrates the mean and standard error of
participants’ agreement with the labels predicted by the MER method.

An ANOVA was performed on two different generalized linear
mixed effect models, one for the satisfaction ratings and one for the
agreement ratings. Specifically, each model had the rating (satisfaction,
agreement), quadrant (Q1, Q2, Q3, and Q4), and instrument (piano,
electric guitar) as fixed factors, and the playing subject as a random
factor. For each model, the assumption on the normality of the residuals
was verified. A significant main effect was found only for factor
quadrant (p < 0.001) not for instrument. A post hoc test, performed
on the fitted model using pairwise comparisons adjusted with the
Tukey correction, showed that satisfaction ratings were higher for Q3
compared to Q1 (p < 0.001) and Q2 (p < 0.05). The post hoc test on
the agreement ratings showed that these were lower for Q1 compared
to Q2 (p < 0.001), Q3 (p < 0.001) and Q4 (p < 0.05).

A further analysis was conducted to assess whether the three level
of intensity had an influence on participants satisfaction and agreement
ratings. No significant difference was identified.

5.4.2. Results of experiment 2 (prompted emotions)
Table 5 provides a description of the dataset resulting from Exper-

iment 2, in terms of number of composed pieces categorized by the
composers’ emotional intent (prompted) and their intensity.

Table 6 reports the confusion matrix of the labels predicted by the
MER method for each of the four emotions participants were asked to
express.
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Table 4
Confusion matrix of the labels predicted by the MER method in Experiment 1. Legend: S = sad, H = happy, R = relaxed, A = Aggressive.

A H R S SR SA SH HR HA RA RAH SHR SHA SAR SHRA

Pianists

Q1 5 2 4 1
Q2 1 2 3 2 1 2
Q3 3 5
Q4 4 9

Guitarists

Q1 11 1
Q2 10 2
Q3 1 1 6 1 1
Q4 2 1 5 1 1
Table 5
Number of composed pieces in the dataset resulting from Experiment 2, categorized by
the composers’ emotional intent and its intensity.

Piano recordings

Intensity Happy Aggressive Relaxed Sad Total

Low 1 0 1 3 5
Medium 9 7 8 10 34
High 12 15 13 9 49

Total 22 22 22 22 88

Electric guitar recordings

Intensity Happy Aggressive Relaxed Sad Total
Intensity Aggressive Relaxed Happy Sad Total

Low 3 2 2 1 8
Medium 12 1 13 12 38
High 7 19 7 9 42

Total 22 22 22 22 88

Fig. 5. Mean and standard error of participants’ agreement with the predicted labels
in Experiment 2 (prompted emotions).

Fig. 5 illustrates the mean and standard error of participants’ agree-
ment with the labels predicted by the MER method. An ANOVA was
performed on a generalized linear mixed effect model, which had
the rating (agreement), emotion (aggressive, happy, relaxed, sad), and
instrument (piano, electric guitar) as fixed factors, and the playing
subject as a random factor. The assumption on the normality of the
residuals was verified. A significant main effect was found only for fac-
tor emotion (p < 0.001). A post hoc test, performed on the fitted model
using pairwise comparisons adjusted with the Tukey correction, showed
that the agreements for happy were significantly lower than those for
aggressive (p < 0.001), relaxed (p < 0.001) and sad (p < 0.001), as well
as those for relaxed were significantly lower than those for aggressive
(p < 0.001) and sad (p < 0.01).

A further in-depth analysis was conducted to assess whether the
system accuracy performances varied with the intensity of the ex-
pressed emotion, as well as whether such intensity had an influence on
participants agreement ratings. No significant difference was identified.
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Fig. 6. Mean and standard error of participants’ evaluations of the final questions.

5.4.3. Final questions
Fig. 6 illustrates the mean and standard error of participants’ eval-

uations of the questions related to enjoyment, recommendation to a
friend, frequency of use, as well as the positive and negative impact
that the prior knowledge of the classifiable emotions had on the system
experience.

5.4.4. Thematic analysis
The participants’ reasons leading to the scores reported in Figs. 4

and 5, as well as the open-ended responses to the final questionnaire
items and the short interview, were analysed via a reflexive thematic
analysis (Braun and Clarke, 2019). The following themes were identi-
fied. Since no significant differences were identified for pianists’ themes
with respect to the electric guitarists’ ones, the thematic analysis was
conducted jointly on all participants.

Themes common in Experiment 1 and 2.
Complete satisfaction and total agreement. Of course, all participants

expressed their total satisfaction for the system recognition capabili-
ties when the output corresponded to the conveyed emotional inten-
tion. Complete agreement with the machine output (score value 10)
accounted for 27.58% of the total in Experiment 1 and 34.85% in
Experiment 2. In a few cases some participants reported to be in full
agreement with the system output even when this did not match their
initial intention.

Complete dissatisfaction and total disagreement. For some participants
the system output was so far from their expressed intention that re-
ported to be in compete disagreement with the system (e.g., ‘‘I disagree
at 100%, in my playing there was nothing sad’’), and wondered why
the system produced that output (e.g., ‘‘I do not understand where
this judgment comes from’’). The complete disagreement (score value
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Table 6
Confusion matrix of the labels predicted by the MER method in Experiment 2. Legend: S = sad, H = happy, R = relaxed, A = Aggressive.

A H R S SR SA SH HR HA RA RAH SHR SHA SAR SHRA

Pianists

A 11 1 4 4 1 1
H 6 2 5 5 2 1 1
R 2 20
S 3 19

Guitarists

A 22
H 10 1 2 1 1 2 4 1
R 3 18 1
S 1 1 3 14 3
a

0) amounted to 5.68% of the total in Experiment 1 and 5.11% in
Experiment 2.

Comprehension for system output and partial agreement. By far the
most recurrent theme in the participants’ comments was that of a
partial agreement with the system output. The scores between complete
agreement and complete disagreement (score values between 1 and 9)
amounted to 66.73% of the total in Experiment 1 and 60.02% in Ex-
periment 2. What is interesting is that the vast majority of participants
reported to understand why the system provided such labels, despite
the fact they had originally expressed a different kind of emotion.
Relevant examples include the following cases: (1) Q1/aggressiveness
expressed by playing but sadness or aggressiveness+sadness was re-
turned by the system (e.g., ‘‘My choice of the chords could indeed suggest
that the rage originated from sadness’’ ; ‘‘It was not in my intentions to play
also sad but I understand the interpretation of the algorithm’’ ; ‘‘I recognize
that there was a footprint of sadness’’); (2) Q2/happiness expressed by
playing but aggressiveness or aggressiveness+happiness was returned
by the system (e.g., ‘‘The character of this improvisation was happy,
however, I can understand the aggressive classification due to the fast
tempo and strong attacks’’ ; ‘‘I can understand, indeed in some moments
I played with energy’’); (3) Q3/relaxation expressed by playing but
relaxation+sadness was returned by the system (e.g., ‘‘I can partially
gree with the classification of sad, due to the chord progression and the
laying style’’ ; ‘‘It makes sense, there are some passages with elements of
adness’’); (4) Q4/sadness expressed by playing but sadness+relaxation
as returned by the system (e.g., ‘‘Yes, in fact I inserted a major chord that
ould lead to a sense of relaxation’’ ; ‘‘Correct, it was a relaxed sadness’’ ;
‘The predominant atmosphere was sadness but I acknowledge that there is
part that can be perceived as relaxed’’).
Themes specific to Experiment 1.
Realization after listening. Five participants reported to be in agree-

ment with the system response following the listening of their record-
ings (e.g., ‘‘I have realized just now while listening to the recording that
it was an atmosphere relaxed and then sad, differently from when I was
playing where I had intended as just relaxed’’ ; ‘‘My intention was to
e peaceful but upon listening I notice that I have been too aggressive
ometimes’’ ; ‘‘I agree because indeed it was not just sad but also relaxed,
noticed it while I was listening, but when I was playing I intended only
adness’’).
System terminology acceptance. Participants were unaware of the la-

els returned by the system, but when these were provided to them
nd differed from those chosen, most of them tended to agree with
he system output. This was attributed to the fact that some emotions
an be conceived as linked (e.g., ‘‘Melancholy and sadness are emotions
iked between each other’’) or compatible (e.g., ‘‘Calm and relaxation are
ompatible, the difference is subtle’’).
Themes specific to Experiment 2.
System justification and speculations on the reasons. Ten participants

reported speculative comments on the reasons why the system pro-
duced a particular output, tending to justify the system predictions
(e.g., ‘‘The system interprets the music as relaxed because of the slow
tempo’’ ; ‘‘The algorithm may have misinterpreted because of the several
staccatos in the chords, the absence of the pedal, and scarce presence of
legatos in the melody’’ ; ‘‘I can go with it: I understand why was also relaxed,
9

the final phase was in major’’ ; ‘‘It makes sense that there are three emotions,
my performance had different parts, so it can be interpreted from more
standpoints’’).

System influence on self-judgment. Eight participants reported com-
ments about their playing that gave credit to the system predictions,
thus manifesting to be somehow biased by the system responses (e.g., ‘‘It
unmasks you! I am basically an ’open book’ for it. He has a very high
sensitivity’’.; ‘‘I agree with sad, and I understand why it was also deemed
relaxed: the system understood a part of the piece that was indeed relaxed.
Chapeau! It is like a psychologist!!’’ ; ‘‘I should have had an approach less
‘neurotic’... I maybe had an idea of happiness but then this idea was not
well translated..’’.; ‘‘Probably it is my style that in general communicates
sadness, I have always a melancholic vein inside’’ ; ‘‘It is true that it was
lso aggressive, it was a happy piece played with energy’’).
Themes in the final questions and short interview.
Positive impact of prior knowledge. Fourteen participants reported

that the prior knowledge of the system behaviour had a positive impact
on their experience of the system compared to when this information
was not known (e.g., ‘‘Knowing the range of classifiable emotions facilitated
the improvisation as I had an idea what the system would predict while I
was playing it’’ ; ‘‘Knowing the recognizable emotions allows one to compare
what he wants to express with the machine result, enabling the establishment
of a sort of dialogue with it’’ ; ‘‘Knowing the classifiable emotions beforehand
it was stimulating because it spurred me to express the requested emotion in
a focused way’’ ; ‘‘The prior knowledge led me to reflect in a deeper way on
the emotions to be expressed’’).

Negative impact of prior knowledge. Five participants commented on
the negative impact of knowing in advance the recognizable emotions
(e.g., ‘‘I found it a bit limiting knowing that it could classify those four
emotions and any mix of them, as I tried to go for more stereotypical ways of
representing certain emotions to make the system to classify it correctly’’ ; ‘‘I
felt more free to express emotions that were not present in the system when I
was unaware of the recognizable emotions. However, knowing the emotions
beforehand allowed me to understand better how the system reasons’’).

No impact of prior knowledge. Three participants commented that
the prior knowledge of the recognizable classes did not lead them to
change their interaction with the system (e.g., ‘‘Knowing in advance the
emotions had an indifferent impact, I would have done the very same things
knowing or not knowing how the system behaved’’).

Concept and usefulness. Sixteen participants consistently provided
comments suggesting a strong appreciation for the idea of a musical
instrument capable of recognizing the musician’s expressed emotions,
as well as of the services and application that the system could have
in a variety of musical activities. All participants except one com-
mented that they found the system potentially useful for a variety
of musical activities. Specifically, four participants envisioned to use
the system for searching new sonic content from an online reposi-
tory for listening, exploring, or practising over the retrieved content
(e.g., ‘‘Primarily when listening, to find songs that suit a given emotion’’ ;
‘‘For practice and expanding performance repertoire’’); nine participants
for support to composition activities (e.g., ‘‘I would use it in a music
composition/production scenario as a tool to double check whether my music
actually meets the intentions meant it to have’’ ; ‘‘Retrieving music with
a given emotion could help me find some inspiration’’); five participants
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for pedagogical purposes (e.g., ‘‘A student of composition can have a
onfirmation about the emotion expressed by the music he composed, or
eflect about why the music only in part conveys that emotion’’); three
articipants for enhanced performances (e.g., ‘‘In a live context where
he emotions control multimedia systems such as lights and visuals’’).
Limitations. Nine participants suggested that the system could be

mproved by allowing for a wider emotions vocabulary (e.g., ‘‘Increas-
ng the number of emotions that can be detected would be nice’’). Two
articipants recommended to add some personalization mechanisms in
rder to increase the system performances and as a consequence the
ser satisfaction (e.g., ‘‘What a musician intends for a given emotion may
iffer from another musician’’). Nine participants requested to improve
he accuracy of the recognition to make the system more reliable
e.g., ‘‘Make sure it recognizes better the playing dynamics (not always a
aster rhythm means ‘aggressive’)’’). Three participants commented on
he need of having some kind of explanations from the system about
he produced outputs (e.g., ‘‘It would be interesting to have insights on
he justification of the output labels considering harmony, melody, rhythm,
ntensity, etc’’.; ‘‘I would like to have the possibility to see in a more detailed
anner how the system classifies the emotions in the various parts of the
iece, not just the average’’).
Adaptation to the system. Five participants reported that after the

completion of Experiment 2 they somehow understood the behaviour
of the system in the recognition process. Being more familiar with the
system capabilities they could now adapt to it while playing in order to
generate a specific response (e.g., ‘‘After a while I understood how to play
o for the system to produce a given output’’ ; ‘‘After knowing the limitation
f the system, I’m more able to trick the system to respond with the labels
want, but it kind of limited the range of playing style I would like to use.
or instance, I have to avoid using high gain tone if I want to express any
motions that are not aggressive’’).
Awareness of the system presence. Three participants commented that

playing an emotionally-aware SMI made them be aware that a listener
was always present (e.g., ‘‘I can’t but help ignoring that there is a sensitive
ear that is listening to me, but at the same time that’s highly stimulating for
me’’).

6. Discussion

Firstly, our implementation provides evidence that by leveraging
state-of-the-art embedded hardware and software it is possible to create
an emotionally-aware SMI, thus providing a successful answer to the
research question RQ1. The actual usage of the system during the
user study allowed us to answer the research question RQ2: Table 6
confirms what we saw in Table 2, that the instrument-specific emotion
recognition models are not entirely successful according to objective
metrics. This is not unexpected, as our limited amount of data is
unlikely to capture the wide diversity of possible emotional expressions
and recording conditions. In particular, for piano it seems to lead to
an overprediction of sadness and for electric guitar of aggressiveness.
However, the models did not collapse completely, and produced above-
chance output, especially when taking the ambivalent output into
account.

Most strikingly, users of the SMIs proved to be remarkably tolerant
to ‘‘objectively incorrect’’ predictions. No doubt that this is helped by
the inherent subjectivity of the concept emotion, and this might be dif-
ferent for other musical concepts like tempo or key (though there still is
some subjectivity in those). It does show that, while desirable, perfect
prediction of the intended emotion is not an absolute requirement for
music emotion recognition to be useful in the construction of SMIs. In
addition, higher intensity levels of emotions were not found to be a
predictor for better recognition accuracies, a result that is in line with
the findings reported in Turchet and Pauwels (2022).

The results of the user study provided insights into the answers
to the research questions RQ3 and RQ4 concerning the experience of
10

interacting with the developed technology. In general, no significant
differences were found at the quantitative and qualitative level between
the responses of pianists and electric guitarists. The vast majority of
participants greatly appreciated the idea behind emotionally-aware
SMIs and the proposed application of query-by-playing to retrieve
emotion-specific music from a repository, as well as found the tech-
nology potentially useful for a variety of musical activities. Only one
participant was skeptical towards the use of the proposed system and
was hesitant in general towards artificial intelligence.

Considering Experiment 1, as shown in Fig. 3 the average ratings
of the satisfaction with the audio files retrieved by the system were all
above the neutrality, with the exception of Q2 which for both pianists
and guitarists was around neutrality. Happiness, which we used as
representative for quadrant 2, was the worst recognized emotion for
electric guitar in the cross-validation results, which indicates there is
some predictive value in the machine learning experiments. A trend
similar to that reported in Fig. 3 for the satisfaction of the retrieved
content is present in Fig. 4 for the agreement with the predictions.

From a comparison between Figs. 4 and 5 it is possible to notice that
participants agreement with the system output followed a trend similar
for the cases in which the emotions classifiable by the system were
known beforehand or not. This is reflected by the confusion matrices
in Tables 4 and 6, that show how the respective recognition accuracies
also shared a similar trend. Since both the final model and audio data
used for the user study differ from those used for the experiments in
Section 4.2, causing covariate shift (Shimodaira, 2000), the increase
in ambiguous output can be expected. Nonetheless, trends such as the
comparative ease of recognizing aggressiveness are present in both user
study and cross-validation experiments.

What emerges from the qualitative analysis on the questionnaire
responses and interviews is a shared trend across most participants:
that of understanding, totally or in part, the motivations underlying the
system responses, even when these were not in line with the emotional
intent they wanted to communicate. In the cases in which the predicted
emotions did not match perfectly the original emotional intent, most
participants speculated about why the system returned a certain output
(e.g., relaxation+sadness in place of the intended sole relaxation),
essentially providing a justification for it. In some cases participants
trusted the system so much to think that it was more correct than
their own judgment, thus manifesting to be somehow biased by the
system responses. This understanding of the system behaviour led some
participants to change their own way of playing in order to make the
system return a given prediction (e.g., they avoided certain timbres or
playing styles because otherwise the system would have predicted an
aggressiveness component in the music).

Concerning RQ4, the prior knowledge of the classifiable emotions
had a different impact on musicians. Some deemed that knowing in
advance the emotions recognizable by the system had a positive impact
on their interaction with it. This was mainly due to the fact that
this information allowed them to express a given emotion in a more
focused way, especially in order to get from the system the corre-
sponding expected output. Conversely, others felt rather constrained
in their expressiveness freedom by the limited amount of recognizable
emotions (and combination thereof). Only a few participants reported
that the prior knowledge did not have any substantial impact on their
interaction with the system.

The proposed system targets musicians with any level of musical
expertise, and does not necessitate any particular technical knowledge
to be operated. Nevertheless, it is worth mentioning that the actual
adoption of the proposed class of musical instruments will depend on
different factors. These include the definition of compelling use cases
for them, such as new services and new art formats, and their concrete
utility perceived by the end users. As with many new instruments
developed by the NIME community there is the risk that emotionally-
aware SMIs will have difficulties establishing themselves (Morreale
and McPherson, 2017). To ensure longevity of such instruments it

is necessary to focus on the creation of compelling applications and
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services for them, as well as a repertoire and a community of users.
Furthermore, it is paramount to ensure trustworthy interactions, ad-
hering to responsible design practices (Piskopani et al., 2023; Brusseau
and Turchet, 2024).

Participants indicated different areas of improvement, prominently
the need for a larger set of recognizable emotions. Interestingly some
participants recommended to equip the instrument with the ability of
providing more details about the reasons a certain output was given as
well as to produce more correct estimates in order to let them perceive
to be interacting with a reliable artificial companion. In particular,
some participants suggested to tailor the algorithm for the specific user
in order to account for individual differences. In summary, participants
indicated that they would be open to build a partnership with the
artificial agent, concretely using it as a support for various musical
activities, provided that a more accurate and reliable behaviour is made
available. Thus, it clearly emerges a request for a more trustworthy
artificial partner. First, this characteristic can be achieved by improving
the effectiveness of the MER methods, which implies the use of a
much larger dataset with a wider pool of musicians, or a dedicated
large dataset for a specific musician coupled with the use of finetuning
mechanisms. Improvements in model architecture, training or uncer-
tainty quantization would also lead to obvious improvements of the
user experience. Second, it can be achieved by adopting explainable
AI methods capable of effectively communicating to the user the mo-
tivations for a given output. This area is today largely unexplored in
the music technology field (Bryan-Kinns et al., 2021), and even less for
SMIs (Rossi et al., 2023).

It is worth noticing that our study presents some limitations. Firstly,
the dataset has been created involving mostly Italian musicians. In-
volving musicians from several other countries would likely lead to a
more general model devoid of potential biases related to the country
of origin of the musicians involved during the training. Moreover, the
dataset encompasses recordings made mostly by males. A more general
purpose and inclusive model should involve a balanced amount of
data from female musicians in order to avoid potential gender-related
biases (Holzapfel et al., 2018).

7. Conclusions

The primary objective of the present study was to investigate the
concept of emotionally-aware smart musical instruments, a class of
musical devices equipped with an artificial intelligence agent able to
recognize the emotion contained in the musical signal. This ability can
spur the emergence of novel services for musicians. For this purpose we
deployed on a device to be embedded in a piano and an electric guitar,
a MER method based on transfer learning and on an ad-hoc created
dataset.

A user study, conducted with pianists and electric guitarists, re-
vealed the strengths and limitations of the developed technology. On
average the proposed concept was appreciated by musicians, who found
its value in a variety of musical activities where a reliable artificial part-
ner could support their practices related to the expression of emotions
in music. Most of participants tended to justify the system with respect
to erroneous or partially erroneous classifications of the emotions they
expressed, reporting to understand the reasons why a given output was
produced. Some participants even seemed to trust more the system
than their own judgments. Conversely, other participants requested to
improve the accuracy, reliability and explainability of the system in
order to achieve a higher degree of partnership with it.

Several avenues are possible for future work. Firstly, in this study
we did not investigate the case in which the MER method is called every
few seconds to provide a real-time inference of the expressed emotion.
The developed methods could be investigated for real-time scenarios,
for instance in Internet of Musical Things settings to enable the control
of external peripherals via the musical expression of emotions. This can
find application during performance or education activities. Secondly,
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we plan to improve the machine learning model, potentially based
on (Zhang et al., 2023) and uncertainty quantization. Ideally, ex-
plainable AI methods would be developed, along with personalization
methods specifically tailored for a given user. This has the potential to
significantly improve the trustworthiness of users towards the artificial
agent, especially with respect to the reasons a given classification is
produced and to account for individual differences. Thirdly, we plan to
extend the results of this study by involving different types of musical
instruments, as well as achieving a gender balance in the dataset
creation and user evaluation.

The authors hope that the present study can inspire other prac-
titioners in investigating how to enhance musical instruments with
intelligent features and dedicated services based on them so that the
field of SMIs can flourish.
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