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Figure 1: Schematic representation of the implemented Internet of Audio Things ecosystem.

ABSTRACT
This paper presents an Internet of Audio Things ecosystem de-
vised to support soundscape composition via vocal interactions.
The ecosystem involves a commercial voice-based interface and the
cloud-based repository of audio content Freesound.org. The user-
system interactions are exclusively based on vocal input/outputs,
and differ from the conventional methods for retrieval and sound
editing which involve a browser and programs running on a desktop
PC. The developed ecosystem targets sound designers interested
in soundscape composition and in particular the visually-impaired
ones, with the aim of making the soundscape composition practice
more accessible. We report the results of a user study conducted
with twelve participants. Overall, results show that the interface
was found usable and was deemed easy to use and to learn. Par-
ticipants reported to have enjoyed using the system and generally
felt that it was effective in supporting their creativity during the
process of composing a soundscape.
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1 INTRODUCTION
The term “soundscape” refers to all the sounds that can be heard
in a specific location. This sonic environment is the aural counter-
part of the term landscape referred to visually-related items in an
environment. Research on real soundscapes started with R. Mur-
ray Schafer, among others, in late sixties [27] and continued by
focusing mostly on musical applications, with pioneering works of
Barry Truax [32, 33]. “Soundscape composition” refers to a sound-
based art form that concerns the creation of sonic environments
[10, 34, 46]. This art form has grown from acoustic ecology [47]
and soundscape studies [46].
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Composed soundscapes are used widely in various contexts,
including movies [11, 25], music performances [17, 34], artistic in-
stallations [7, 24], and virtual environments [12, 40, 41]. To date,
soundscape composition is facilitated by the availability of high-
quality commercially available sound effects libraries, conceived
especially for creating environmental sounds in movies. In recent
years, large repositories of sounds are becoming available online.
One of the most popular and freely available online repositories is
Freesound1, a collaborative repository of audio samples developed
at and maintained by the Music Technology Group of Universitat
Pompeu Fabra [14, 16]. The Freesound database provides a col-
lection of several hundreds of thousands of crowd-sourced non
musical and musical sounds licensed under Creative Commons,
and is part of the Audio Commons Initiative [15].

The Audio Commons Initiative is a recent endeavor aiming to
bridge the gap between audio content producers, providers and con-
sumers through a web-based ecosystem. The approach combines
techniques from music information retrieval (to extract creative
metadata to automatically annotate audio content) and the seman-
tic web (to structure knowledge and enable intelligent searches).
Content aggregators part of the Audio Commons ecosystem, such
as Freesound, provide access to audio data through user-facing
and application programming interfaces (APIs). In Freesound, the
available metadata information about the sounds depends on what
has been provided by authors during uploads including tags, de-
scriptions or file names [13]. Freesound enables designers to create
third-party applications exploiting its audio content in live applica-
tions by granting access to the database trough a REST API [1].

Various systems for soundscape composition have been devel-
oped, including real-time [43], interactive [44], non interactive
[28, 31], automatic [42], and even tangible [21]. On the other hand,
recently researchers are exploring initiatives to combine embedded
systems for Internet of Things with Audio Commons ecosystems in
order to create new forms of artistic interaction with audio content
[29, 36]. However, to the best of authors’ knowledge, a tool for
soundscape composition based on vocal interactions and leverag-
ing Audio Commons ecosystems has not been devised yet. Such
a system may be proven particularly useful for visually-impaired
sound designers and those without the use of their hands.

In this paper we explore the use of a speech-based system able to
interface with Audio Commons ecosystems for the retrieval of on-
line audio content and its repurposing into soundscape composition
practice. We present a prototype involving a commonly available
vocal interface used to query content from Freesound and utilize
it to generate a soundscape in real-time. This application is posi-
tioned within the context of the emerging Internet of Audio Things
(IoAuT) field, an extension of the Internet of Things paradigm to the
audio domain [37]. The developed IoAuT ecosystem was devised to
support soundscape composition by leveraging interactions only
based on audio input/outputs, differently from the conventional
methods for retrieval and sound editing which involves a browser
and programs running on a desktop PC. This study targets sound
designers interested in soundscape composition and in particular
those with visual and hand impairments.

1http://www.freesound.org

The remainder of this paper is organized as follows. Section 2
presents an overview of related works. Section 3 describes the devel-
oped IoAuT ecosystem, while Section 4 presents a user study that
assessed it. Finally, Section 5 provides summarizing conclusions.

2 RELATED WORKS
In this section we review key works on technologies related to the
proposed architecture.

2.1 Voice-based interfaces for accessible
interactions

The emergence and widespread availability of speech recognition
and synthesis systems embedded in mobile and in-home digital
assistants (e.g., Google Home, Apple’s Siri, Amazon Echo), as well
as mobile screen readers and chatbots, are fostering novel inter-
active applications to support communication, collaboration, and
information seeking. This increasing availability is also providing
new opportunities for broad, accessible interaction by voice. This
is due to the fact that voice-based interfaces do not require visual
and motor skills needed for text input through a keyboard, which
lowers the barriers of entry and use for older adults and people
with disabilities.

A number of studies have investigated the use of voice-based
interactions for the control of interactive applications [22], in par-
ticular for accessibility purposes [5]. Examples within this domain
include interfaces substituting input devices (such as the mouse
[19]), targeting various kinds of applications (e.g., web navigation
[9] or computer games [20]) and various categories of users (in-
cluding the visually-impaired [3], elderly population [23], people
with motor impairments [26] or cognitive disabilities [18]). Overall,
these studies show the effectiveness of voice-based interfaces for
replacing other kinds of interaction modalities.

2.2 The Audio Commons initiative and its
artistic use

The Audio Commons Initiative [15] provides an ecosystem through
which sound designers and musicians can access audio content
with various tools, including interfaces based on web browsers (e.g.,
Freesound [14], Jamendo [2]), audio plugins, or live coding tools
[48]. This web-based approach that provides access to distributed
audio content in a user-friendly way, aims to bridge the gap between
audio content producers, providers and consumers. This is achieved
in a different way from methods based on traditional digital audio
workstations and digital musical interfaces, which were conceived
to operate with local audio content (for example personal recordings
gathered by the musician).

Various systems have recently leveraged the creative oppor-
tunities offered by the Audio Commons ecosystem thanks to its
audio content search engine informed by semantic metadata and
audio content-based features. This search engine enables quick
access to hundreds of thousands of sounds from various online
content providers according to requirements matching the sound
designers’ or composers’ needs. Playsound [30] is a web-based tool
designed for beginners or advanced musicians willing to explore
music composition based on semantic ideation and spectrogram
sound inspection. In a different vein, other ecosystems based on
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the Internet of Audio Things [37] and Internet of Musical Things
[38] paradigms interface Audio Commons repositories with devices
based on embedded systems such as wearables [29] or smart musi-
cal instruments [35]. The study reported in [29] proposed a sonic
wearable interface letting users trigger and transform sounds down-
loaded from Freesound through body-based gestural interactions
tracked by e-textile sensors. Along the same lines, the ecosystems
reported in [36] and [39] used sounds retrieved from Freesound
and Jamendo onto smart instruments [35] for music learning, im-
provisation, composition, and participatory performance purposes.

3 OVERVIEW OF THE ECOSYSTEM
The implemented IoAuT ecosystem aimed to enable the creative
use of content retrieved from Freesound via a voice-based interface.
Figure 1 shows a schematic representation of its main components,
user-system vocal interactions, and data flow. The voice assistant
utilized was Alexa of the Amazon Echo device, which was connected
to the Internet via a Wi-Fi router. The system was implemented
using the Software Development Kits provided by Amazon for the
development of programs for the Alexa vocal assistant. The program
leveraged the Freesound API using the Python client released on
the Freesound developer Github page 2.

Figure 2 illustrates the designed interactions between the user
and Alexa to achieve the task of composing a soundscape. At the out-
set after the Alexa wake up word for starting the program (“Alexa,
Open Freesound” ), the user is provided with a welcome sentence
which also acts as a helper (“Welcome, you can say “Play”, “Get my
kept tracks”, “Delete kept tracks” or “Help”. During the reproduction
you can say ”Alexa, pause” to keep current track, ”Alexa, previous” to
play the previous track or ”Alexa, next” to play the next track” ). How-
ever, this long sentence is not reproduced each time the program
starts, but only if the program has not been used in the previous
5 minutes. This in order to speed up the interaction (the user can
directly pronounce the desired command).

When the user pronounces “Play [name of the sound to be re-
trieved]”, the program will retrieve the tracks corresponding to
that sound according to some criteria definable by the user. By
default, the retrieval is based on the highest ranking attributed by
Freesound search engine. Nevertheless, the system also allows to
retrieve sounds by ascending order of duration (with “Play [sound
name] by duration” ), date of creation from the most to the last recent
one (with “Play [sound name] by creation” ), or by ascending order
of ratings of Freesound users (with “Play [sound name] by rating” ).
As soon as the sounds are retrieved, their preview is reproduced
in sequential order, preceded by a word stating the number of the
track (e.g., “First” ) so the user can then save the wanted track by
recalling the number associated to it. If a user wants to save the
track currently being reproduced s/he can just issue the keyword
“Alexa, pause”.

During the reproduction of the tracks preview, the user is em-
powered to stop the reproduction and go directly to the next or
to the previous file. Moreover, at any time the user can vocally
adjust the volume of the device, even during the reproduction of
the retrieved audio content. If before or after the reproduction of

2https://github.com/mtg/freesound-python

a track the user pronounces “Get my kept tracks”, the system pro-
duces a mix with the tracks previously saved. As soon as the mix
is created, it is reproduced and the corresponding file is saved on
the cloud. When the user pronounces “Delete kept tracks” all the
tracks saved for the mixes are deleted and removed from the cloud.
A useful design choice was that of storing the downloaded file on
the cloud, in the space allocated by Amazon. This allows to avoid
to re-download a same content in the case a user decides to search
it more than once, or to use it for more than one mix.

In the case the retrieval time for a sound exceeds the 5 seconds,
the user is notified that the retrieval process is taking long and
s/he needs to wait (e.g., for the sound name “snow”, “Ok, give me a
second when I retrieve the tracks about snow” ). The user can always
interrupt an issued command by pronouncing “Cancel”, and if s/he
pronounces “Quit” the program is quitted. If the search does not
produce any result, the user is notified accordingly. Finally, issuing
the command “Help” triggers a set of sentences briefly describing
all the possible commands.

The development of the system could not parallel all the intended
designs due to a series of technical limitations imposed by the
development tools available on the Amazon Alexa SDK. Firstly, the
maximum number of sounds retrieved needed to be set to just three.
This was due to the limited computational resources of Amazon
Echo that does not allow to download and reproduce simultaneously
more tracks. Due to some technical constraints of the structure of
Amazon Alexa, all retrieved tracks to be mixed (up to three) could
only be reproduced simultaneously from their beginning. Another
technical limitation is due to the fact that Amazon Alexa does not
allow to issue user-defined commands after the audio reproduction
of the retrieved content: Alexa terminates the session as soon as the
track starts to be played, allowing exclusively the use of keywords
related to the playback (i.e., “pause”, “stop”, “resume”, “previous”,
“next” ). This is the reason why we used “Alexa, pause” instead of
a more reasonable command “Alexa, keep” to keep a track for the
subsequent mix.

4 EVALUATION
The user study aimed at preliminary assessing the usability of the
system and participants’ experience in interacting with it. A total of
12 participants took part to the evaluation (8 males, 4 females, aged
between 18 and 25, mean age = 22.4). Participants did not report any
auditory, visual or motor impairment. All of them had a musical
background and they reported to have an average experience with
musical software for editing (e.g., digital audio workstations or other
sound design and sound editing tools) equal to 4±1.65 assessed on
a 7-point Likert scale. The experiments were conducted in part in
a laboratory of University of Trento and in part at the home of
participants. Participants took on average one hour to complete the
experiment. The procedure, approved by the local ethics committee,
was in accordance with the ethical standards of the 1964 Declaration
of Helsinki.
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The evaluation procedure consisted of the following steps. Firstly,
participants were debriefed about the experiment and were asked
to interact with the web browser interface of Freesound to retrieve
and listen to sounds of their choice. Secondly, they underwent
a familiarization phase where they tried the system. The experi-
menter practically demonstrated to each participant the available
vocal commands, which were also listed on an instruction sheet.
Together with the experimenter, participants accomplished the task
of composing two different soundscapes: a sea shore and and snowy
environment. Specifically, as the system allows up to three simulta-
neous tracks, they were asked to choose three sonic events within
these environments: subjects were asked the following question:
“Imagine that you are right now along a sea shore: which sounds
do you think you would hear?”

Thirdly, participants started the main experiment. This consisted
of creating three different soundscapes. Participants were allowed
to freely select the environments and the three sonic events within
them. After having composed each of the three soundscapes, they
were asked to fill an ad-hoc questionnaire. This was partly inspired
by the System Usability Scale questionnaire [6] and the question-
naire to calculate the creativity support index [8]. The questionnaire
was devised to assess the usability of the system, investigate the
degree of creativity fostered by the system, and understand its
hedonic qualities [45].

Specifically, the questionnaire comprised the following questions
to be evaluated on a 7-point Likert scale (1 corresponds to strongly
disagree and 7 stands for strongly agree):

• [Frequency.] I think that I would use this system frequently.
• [Complexity.] I found the system complex to use.
• [Enjoyment.] I enjoyed using this system.
• [Satisfaction.] I was satisfied with the results I got out of the

system.
• [Quick learning.] I would imagine that most people would learn

to use this system very quickly.
• [Exploration.] It was easy for me to explore many different

ideas using this system.
• [Expressiveness.] The system allowed me to be very expressive.
• [Creativity.] I was able to be very creative while composing a

soundscape with this system.
• [Immersion.] I became so absorbed in the soundscape composi-

tion activity that I forgot about the system or tool that I was
using.

• [Results Worth Effort.] What I was able to produce was worth
the effort I had to exert to produce it.

At the end of the experiment, participants were asked to answer
the following open ended questions:

• What did you like the most in the system?
• What did you like the least in the system?
• How would you improve the system?
• What is the added value of the system?

4.1 Results
Figure 3 illustrates the results of the questionnaire items. As it is
possible to notice from the figure, with exception of items Com-
plexity and Immersion the evaluations were all above neutrality.
Overall, the system was found usable and was deemed not difficult

to use and to learn. The highest average response was found for
item Enjoyment, which indicates that participants experienced pos-
itively the interactions afforded by the system. Moreover, generally
participants felt that the system was able to support their creativity
during the process of composing a soundscape.

Participants’ answers to the open-ended questions were ana-
lyzed using an inductive thematic analysis [4]. The analysis was
conducted by generating codes, which were further organized into
themes that reflected patterns, as described below.

Speed and easiness of creation. Nine subjects reported that
they liked very much the speed with which they were able to create
the soundscapes. They also stated to have found the interface easy
to use. In particular, a feature that was particularly appreciated
was that of being able to quickly listen to the previews of the
sounds, which was deemed as very useful. They stated that the vocal
interaction to retrieve and listen to the sounds snippets appeared
to them faster than the usual interaction with the browser. They
also highlighted the fact that the vocal interaction could allow to
save time (e.g., “It is the fastest method to search and listen to the
previews of the sounds” ).

Concept and novelty. Five participants stated to have strongly
appreciated the idea behind the system, i.e., the direct connectivity
of the vocal assistant with an online database and the approach
to the search based exclusively on vocal interactions (e.g., “I liked
the most the fact that a function usually accomplished via a desktop
computer can be done entirely with a vocal assistant”. The concept of
the system was considered innovative, especially because it enables
sound designers to retrieve audio content in a more immediate way
rather than using a textual search in a browser form. Moreover,
six participants commented to have enjoyed interacting with the
system (e.g., “I find this system very useful an I enjoyed using it” ).

Sound availability and expressiveness. Nine participants ex-
pressed strong satisfaction for being capable of retrieving any type
of sounds in an immediate way (e.g., “I enjoyed being able to get
immediately whatever type of sound comes to my mind and use it for
composing a soundscape straight after” ). In particular, four of them
also commented positively on the expressive power of the system,
that allows to compose any kind of soundscape (e.g., “Having a
database so big I can produce whatever soundscape” ). These features
were deemed by three participants to be effective in stimulating
creativity (e.g., “This huge sound availability facilitates and fosters
the creation process” ). However, three participants also suggested
that the system could be improved by allowing the retrieval of audio
content from other sources than Freesound, including other online
repositories as well as the sounds available on their own computer.

Ubiquitous use. Seven participants reported that for them the
added value of the developed system lies in its ubiquitous nature,
which avoids the need of multiple devices such as PCs and loud-
speakers (e.g., “I can bring Echo where I want without problems and
I can use it at any moment to compose a soundscape when I feel like
to do so” ). Moreover, two of them reported that the ubiquitous,
standalone, and “always on” nature of the system has the poten-
tial to improve the workflow of idea generation for soundscape
composition.

Inclusiveness. Six participants commented that the system is
inclusive as it allows anyone to compose in an easy manner a
soundscape, including those who do not have a background in audio
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Questionnaire Results
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Figure 3: Mean and standard error of the questionnaire items (evaluated on a 7-point Likert scale).

editing (e.g., “Thanks to this system no musical skills are required to
compose a soundscape nor knowledge of audio editing is necessary” ).
However, it is also worth noticing that three participants stated that
the system is not advanced enough to accomplish more complex
functions, for which a computer with an audio editing software is
still needed.

System limits. Three participants felt limited in the interac-
tion possibilities afforded by the system, requesting more features.
Firstly, they reported that the main issue at interactive level was
that the system needed to be restarted after the reproduction of the
list of sounds, which hampered a bit the workflow. Secondly, the
possibility of mixing maximum three tracks was deemed a limit to
the creative potential of a sound designer (e.g., “I would need to mix
more than three tracks to express my ideas well” ). Another limit was
the system inability of starting, during the mixing process, the re-
production of a track at any moment decided by the user (while the
system only allowed to reproduce all mixed tracks simultaneously
starting from the beginning). Furthermore, four participants also
felt limited in the sonic control of the tracks, requesting features
such as the adjustment of the volume of each track, the application
of filters to each track or to their mix, or the trimming of the tracks.
One user also suggested to add a command to send via e-mail the
composed audio file to her own e-mail address once or to host it
on an online repository.

Irrelevance. Four participants reported that the retrieved sounds
did not fully correspond to the keyword they had said, which
highlights the importance to have better tags in Freesound (e.g.,
“The sounds not always correspond to what I said. More accuracy is
needed” ).

5 DISCUSSION AND CONCLUSION
This paper presented a novel voice-based system capable of support-
ing sound designers in the creative practice of composing a sound-
scape. Overall, the user study revealed that participants learned to
use the system given a short training period, and that they were

able to achieve good results. The evaluation however highlighted
also some weaknesses of the system, which however were mostly
due to the SDK technical limitations encountered during the imple-
mentation.

We believe that the preliminary results presented in this paper
are useful to provide directions to designers of voice-based interac-
tive systems focusing soundscape composition and related sound
design practices. However, it is worth noticing that our study has
some limitations. Firstly, a small sample size was involved. We
plan to continue our evaluation of the system by recruiting more
participants, in particular those with various visual and hand im-
pairments, to try out our system. Notably, whereas the presented
study has implications for visually-impaired sound designers, the
evaluation was conducted involving participants with no impair-
ments. In future work we plan to assess the developed system with
visually-impaired individuals. Moreover, in future work we plan to
increase the number and the complexity of the interactions afforded
by the system. We are also looking into studying the learning curve
of the interface through a longitudinal study to determine the level
of training necessary for people to achieve sufficient proficiency.
Such a longitudinal study will also help reveal any potential issues
with fatigue of the vocal cord after pro-longed use. Through our
evaluations so far we have not encountered any major complaints
of vocal fatigue from our participants.

Another limitation of our study is represented by the fact that
the number and complexity of the user interactions afforded by
the system were constrained by the possibilities offered by the API
of Amazon. It is possible to envision several avenues to extend
the development of the system and improve the quality of the in-
teractions available to the users. Some of them where requested
by the participants of the experiment, although were already de-
vised by the authors (e.g., the possibility of mixing a number of
tracks higher than three and the possibility to have mixes with
sounds not beginning simultaneously). One can also make the in-
teractions more complex, but in that case it is necessary to also
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consider the users’ cognitive load such as the ability to remember
several different commands. However, most of these avenues are
currently constrained by the technical limits of the devices running
the personal assistants (e.g., little computational resources).

Potentially, the proposed approach could find application in the
musical domain, where online repositories of tracks of individual
musical instruments/singers could be exploited for composition
purposes. Along the same lines, interactions mediated by vocal
input/output could be used for retrieving musical pieces from mu-
sic repositories (e.g., the Jamendo repository), by means of vocal
queries based on the musical features (e.g., chords, beat per minute,
key) rather than using conventional search criteria based on tex-
tual inputs on browsers (in a similar fashion of what reported in
[39] for the case of smart musical instruments). These and other
avenues are currently unexplored and call for more research on
vocal interactions between users and online sound repositories.
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