
Jamming with a Smart Mandolin and
Freesound-based Accompaniment

Abstract—This paper presents an Internet of Musical Things
ecosystem involving musicians and audiences interacting with a
smart mandolin, smartphones, and the Audio Commons online
repository Freesound. The ecosystem has been devised to sup-
port performer-instrument and performer-audience interactions
through the generation of musical accompaniments exploiting
crowd-sourced sounds. We present two use cases investigating
how audio content retrieved from Freesound can be leveraged by
performers or audiences to produce accompanying soundtracks
for music performance with a smart mandolin. In the performer-
instrument interaction use case, the performer can select content
to be retrieved prior to performing through a set of keywords
and structure it in order to create the desired accompaniment. In
the performer-audience interaction use case, a group of audience
members participates in the music creation by selecting and
arranging Freesound audio content to create an accompaniment
collaboratively. We discuss the advantages and limitations of the
system with regard to music making and audience participation,
along with its implications and challenges.

I. INTRODUCTION

In recent years, research has started to investigate how to
extend the Internet of Things (IoT) paradigm to the musi-
cal domain, proposing visions for the so-called “Internet of
Musical Things (IoMusT)” [1], [2]. This emerging research
field draws upon various lines of existing research such as
IoT [3], [4], [5], new interfaces for musical expression [6],
ubiquitous music [7], networked [8] and mobile music [9],
[10], human-computer interaction [11], [12], participatory art
[13], and artificial intelligence applied to musical contexts [14].

A definition for the IoMusT was proposed in [15] following
a computer science perspective: “the Internet of Musical
Things refers to the ensemble of interfaces, protocols and
representations of music-related information that enable ser-
vices and applications serving a musical purpose based on
interactions between humans and Musical Things or between
Musical Things themselves, in physical and/or digital realms.
Music-related information refers to data sensed and processed
by a Musical Thing, and/or exchanged with a human or with
another Musical Thing”.

A Musical Thing was defined as “a computing device
capable of sensing, acquiring, processing, or actuating, and
exchanging data serving a musical purpose”. Musical Things,
such as smart musical instruments [16], are connected by
an infrastructure that enables multidirectional communication,
both locally and remotely. An IoMusT ecosystem gathers
interoperable devices and services that connect performers and
audiences to support novel forms of performer-performer and

audience-performers interactions. However, only a few use
cases for these interactions have been implemented so far.

In a different vein, the growth of semantic web and cloud
computing technologies enabled to store and provide timely
access to vast amount of data online. A culture of sharing
forged around new web services tailored for creative content
(e.g., YouTube for music and video, Flickr for photos, etc.).
Creative Commons (CC) [17] appeared as a legal framework
enabling to license creative work and derivatives, as well as
setting conditions for reuse and potential commercial exploita-
tion. A recent endeavor, the Audio Commons Initiative [18]
[19], aims to bridge the gap between audio content producers,
providers and consumers through a web-based ecosystem.
The approach combines techniques from music information
retrieval (to extract creative metadata to automatically annotate
audio content) and the semantic web (to structure knowledge
and enable intelligent searches). Content aggregators part of
the Audio Commons ecosystem, such as Freesound (see Sec-
tion III), provide access to audio data through user-facing and
application programming interfaces (APIs). The present work
and our previous study reported in [20] are to the best of our
knowledge the first initiatives to combine Internet of Musical
Things and Audio Commons ecosystems to create new forms
of musical interaction.

This paper presents an Internet of Musical Things ecosys-
tem that combines a smart musical instrument (a traditional
acoustic mandolin augmented with sensors, embedded in-
telligence and Internet connectivity [21]), smartphones, and
the Audio Commons content provider Freesound [22]. Such
ecosystem was devised to enable new forms of interactions
between the performer and the instrument, as well as between
the performer and audience members, through the generation
of musical accompaniments leveraging online audio content.

The Freesound database used in our system provides a
collection of several hundreds of thousands of crowd-sourced
non musical and musical sounds licensed under Creative Com-
mons. This collection is the source of audio for the web-based
music making tool Playsound [23], which lets users search for
and layer Freesound sounds to produce semantically-informed
improvised music. A type of musical composition that can be
generated using sounds from Freesound are soundscapes, an
aural equivalent to landscapes, which convey a sense of place
and emotional context to the listeners through the organisation
over time of various (processed) acoustic scenes (see e.g.,
[24] for a discussion on soundscapes). In this work, we are
interested in using Freesound content in a different way, by
letting performers or audience members generate a musical
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accompaniment that can guide or complement what a musician
is playing.

The remainder of this paper is organised as follows.
Section II presents an overview of related works. Section III
describes the developed IoMusT ecosystem, while Section IV
presents a critical discussion of its advantages and disadvan-
tages as well as implications and challenges. Finally, Section V
provides summarising conclusions.

II. RELATED WORKS

In this section we review key works on technologies related
to the proposed architecture.

A. The Audio Commons initiative and its artistic use

Audio Commons provides an ecosystem through which
musicians can access audio content e.g., with web browser-
based interfaces (e.g., [22], [25]), plugins (AudioGaming’s Au-
dioTexture [26], Waves Audio’s SampleSurfer), or live coding
tools [27]. Traditionally, digital audio workstations (DAWs)
and digital musical interfaces were designed to operate with
local audio content, for example personal recordings gathered
by the musician. Audio Commons proposes an architecture
that can disrupt linear media production providing access
to distributed audio content in a user-friendly way. Several
tools for music production have been developed leveraging
this architecture. AudioGaming’s AudioTexture is a plugin
that enables users to generate unique textures [28] through
transformations of Audio Commons content based on granular
synthesis. Waves Audio’s SampleSurfer is a plugin that acts
as an audio content search engine informed by semantic
metadata and audio content-based features. It enables quick
access to hundreds of thousands of sounds form various
online content providers according to requirements matching
composers’ needs. Playsound [29] [23] is a web-based tool
designed for beginners or advanced musicians willing to
explore music composition based on semantic ideation and
spectrogram sound introspection. Over plugins aimed at DAW-
literate musicians, Playsound appears as more inclusive and
can be used in ubiquitous contexts [7]. However, it does not
provide the versatility of a full DAW environment.

Although web browser-based interfaces have the advan-
tages of not requiring additional software they do not integrate
with the tools typically used by computer musicians, such as
DAWs. In the context of computer-assisted music production,
plugins that connect to Audio Commons directly within the
DAW present some advantages avoiding a disruption of the
workflow due to switching platform to find sounds that are
relevant. Relatedly, enabling smart musical instruments users
to access Audio Commons sounds appears as more straight-
forward if the search and retrieval can be made without having
to switch to an external laptop or desktop computer. This
workflow aspect has informed our design (see Section III) by
exploiting smartphones that can easily be used in conjunction
to smart musical instruments.

In a previous new interfaces for musical expression study
[20], we proposed a sonic wearable interface letting users
trigger and transform sounds downloaded from Freesound
through body-based gestural interactions. This was achieved
by combining a portable Musical Thing connected to Internet

and e-textile sensors. As with this work, the system enabled
to repurpose sounds from Freesound in a creative way.

B. Networked music performance

Networked music has been the object of much attention
by the computer music community at least since the 80s.
However, advances have not reached the level that web-based
technologies provide for speech and video-based communi-
cation over networks. This is due to the stringent temporal
constraints necessary for music [8] where delay as low as 20ms
can make music performance unintelligible. Several reviews of
networked music performance (NMP) systems can be found in
[30], [31], [32], [8]. Dedicated streaming applications minimis-
ing latency and maximising audio quality were developed such
as JackTrip [33] addressing the challenges of bi-directional
performance using modern Wireless Area Networks. IoMusT
ecosystems [1], [15] can facilitate NMP and widen the range
of applications e.g., including audience-performer interaction
but share common challenges. Technical issues in network
transmission of music and audio are discussed in the AES
white paper [34] including latency, time stamping (synchroni-
sation), quality of service, audio formats, number of channels
and client-server issues.

C. Technology-mediated audience participation

Interactive arts has benefited from information and com-
munication technologies providing novel communication path-
ways between producers and consumers of creative content.
Technology-mediated audience participation (TMAP) is a bur-
geoning field which has been applied to theatre [35] and music
(see [9], [36], [13], [37] for reviews). [13] proposed various
dimensions to characterise participatory music performance
systems including participation level (from partial to full),
motivation (e.g., imitative, turn-taking, competitive, conduct-
ing), agency distribution (from individual to collective levels),
agency mediation(e.g., direct production of sounds or indirect
by communicating intentions to performers), modalities and
media (e.g., sounds, visuals, tweets, etc.), interfaces (e.g.,
smartphones phones, dedicated tangible interfaces, etc.), and
situation (e.g., co-located or remote). Several systems invite the
audience to conduct the performers such as Mood Conductor
[38] and Open Symphony [39], [13]. Others let the audience
contribute to elements of a performance by generating musi-
cal/visual content with their mobile devices such as A.bel [40]
or the present work. Systems where the performance is fully
generated by the audience often exploit synthesis techniques
on mobile devices [41], [36], [10], such as Web Audio [42],
[43], [44].

To date, audience creative participation in music perfor-
mance has mainly relied on ad-hoc tangible interfaces (see
e.g., [45], [46]) or smartphones. The long evolution of lutherie
and instrument crafting witnesses the complexity in providing
meaningful expressive capabilities to instruments also ensuring
their longevity. Typical controls afforded by smartphones (e.g.,
screen touch, sweep, tilt) and the shape and nature of the
interface itself may fail to satisfy musicians expecting to find
affordances from traditional musical instruments. Traditional
musical instruments often provide intimate control and large
degrees of freedom based on proprioception and kinaesthetics,
systematic and reproducible gestures, subtle nuances of timbre
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[47], [48], correct intonation, etc. There is scope for SMIs
based on traditional instruments to be used in a participatory
music performance context as they conform to what musicians
are familiar with yet provide ubiquitous capabilities [49].

D. Smart Instruments

SMIs integrate various musical and network technologies
initially developed for different purposes [16]. SMIs can be
seen as an evolution of hyperinstruments [50] and augmented
instruments that integrate sensors and/or actuators on conven-
tional instruments [51], [52], [53], building up on Internet of
Things [5] and artificial intelligence technologies. Examples
of commercial smart instruments include the Sensus Smart
Guitar developed by MIND Music Labs [16], an electro-
acoustic guitar with on-board processing (ELK music operat-
ing system [54]), sensors and wireless communication, as well
as the HyVibe guitar [55], an acoustic guitar with an active
vibration control system enabling the production of various
audio effects. SMI prototypes developed within academia
include the smart cajón [56] developed using the Bela board
for low-latency audio and sensor processing [57] applying
sensor fusion and semantic audio techniques to detect strokes
[58]. Gregorio and Kim [59] proposed augmented acoustic
drums using electromagnetic actuation that can be controlled
in a networked way to follow specific timbral configurations
conferring them smart instrument properties.

III. PROPOSED IOMUST ECOSYSTEM

We developed an IoMusT ecosystem involving a smart
mandolin, smartphones, and the Freesound repository with
the goal of supporting two types of technologically-mediated
interaction:

• Use case 1: performer-instrument interaction;

• Use case 2: performer-audience interaction.

Both use cases aimed to enable the creative use of content
retrieved from Freesound as an accompaniment for music
played on the smart mandolin. In the performer-instrument
interaction use case, the performer can search for content
through a set of keywords and can then arrange it in order
to create a desired accompaniment. In the performer-audience
interaction use case, the accompaniment is generated by a
group of audience members who can retrieve and organize
Freesound content collaboratively.

Fig. 1 shows a schematic representation of the implemented
IoMusT ecosystem. The ecosystem comprised the following
components:

Freesound repository. Freesound is a collaborative repos-
itory of Creative Commons-licensed audio samples developed
at the Music Technology Group of Universitat Pompeu Fabra.
At the time of writing, the Freesound database provides access
to about 400k musical and non-musical sound samples. The
available metadata information about the sounds depends on
what has been provided by authors during uploads including
tags, descriptions or file names. Freesound enables designers
to create third-party applications exploiting its audio content
in live applications by granting access to the database trough
a REST API [60] [61].

Smart mandolin. The smart mandolin [21] (see Fig. 2)
comprises a conventional acoustic mandolin enhanced with
different types of sensors, a contact microphone (HotSpot by
K&K Sound), a loudspeaker, wireless connectivity, embedded
battery, and the Bela low-latency audio processing board [62].
The sensor interface consists of six Force Sensing Resis-
tors of various sizes and types (Interlink Electronics squared
FSR 406, three rounded FSR 402, one small-rounded FSR
400, and one strip FSR 408), one Soft Pot ribbon sensor
(Spectra Symbol), an inertial measurement unit (IMU, Bosh
BNO055), and an Infrared Proximity Sensor Short Range
(Sharp GP2Y0A41SK0F). The ribbon sensor was attached,
thanks to its adhesive film, on top of the strip pressure
sensor in order to provide simultaneous information about
position and pressure of the finger. The IMU used for tracking
the instrument movements in the tridimensional space, was
placed into a box containing the processing unit and wireless
connectivity.

Wireless connectivity was achieved by means of a Wi-Fi
USB dongle (A6100-100PES by NETGEAR, which supports
the IEEE 802.11ac Wi-Fi standard). Wireless data reception
and forwarding were achieved leveraging Open Sound Control
(OSC) messages over the User Datagram Protocol.

The audio engine was coded in the Pure Data real-time
audio processing environment and comprised a variety of ad-
hoc sound effects modulating the instrument’s string sounds, a
library of sound samples to be triggered, as well as mapping
strategies to control the sound production from the data gath-
ered from the sensors as well as from the real-time extraction
of features from the audio signal captured by the microphone.
We extracted the note onset from the audio signal captured by
the microphone, by leveraging the Pure Data object fiddle∼
(which is described in [63]). From this low-level feature we
then calculated the note density over 60 seconds (which was
used to control the smartphones app’s layout, as described in
the following). Finally, the sound engine supported the playing
and looping of backing tracks retrieved from Freesound.

Smartphones and apps. We developed a dedicated smart-
phone app serving both use cases (performer-instrument and
performer-audience interactions). The app was created by us-
ing the TouchOSC [64] environment, enabling to rapidly build
modular control surfaces for mobile applications leveraging
OSC messages. The app was only used to send OSC messages
to the smart mandolin, where all computations were performed
(including the interaction with the cloud).

Fig. 3 illustrates the layout of the app for performer-
instrument interaction case. The app allows for the selection of
pre-defined keywords belonging to three categories: environ-
mental, musical, and human sounds. The environmental sounds
category comprises the following keywords: ‘forest’, ‘storm’,
‘street’, and ‘sea’; the musical sounds category is composed of
the keywords ‘blues’, ‘folk’, ‘rock’, and ‘classical music’; the
human sounds category is composed of the keywords ‘voices’,
‘footsteps’, ‘singing’, and ‘applause’. The app comprises, for
each category, a toggle to start and stop the playback of the
retrieved sounds and a fader to control their volume.

In the performer-audience interaction case, three users were
involved with each app displaying only one of the three
categories (one per each smartphone user). The displayed
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Fig. 1. Schematic representation of the IoMusT ecosystem

Fig. 2. The smart mandolin with the indication of its components

Fig. 3. The layout of the app

category could change based on messages delivered by the
smart mandolin to the app. Specifically, the layout change
was based on the analysis of the density of the notes (which
was performed and delivered every 60 seconds): the values
of the density were divided into three ranges (low, medium,
and high), which were mapped to a different configuration
of the layout of the three smartphones (see Table I). The

notes density was chosen as a control parameter because from
the performer’s standpoint is an expressive parameter easy to
control in order to produce the designed changes in the app’s
layout.

TABLE I. MAPPING BETWEEN THE NOTE DENSITY COMPUTED FROM

THE SMART MANDOLIN AUDIO SIGNAL AND THE CONFIGURATION OF THE

LAYOUTS OF THE THREE SMARTPHONES.

Density [notes per minute] Smartphone 1 Smartphone 2 Smartphone 3
Low [1, 30] Environment Human Backing tracks

Medium [31, 150] Backing tracks Environment Human

High [151, 500] Human Backing tracks Environment

Network. All devices were connected using a Wi-Fi router
(TP-Link TL-WR902AC), which features the IEEE 802.11ac
standard over the 5GHz band. Following the recommendations
reported in [65] to optimise the components of a Wi-Fi system
for live performance scenarios to reduce latency and increase
throughput, the router was configured in access point mode,
security was disabled, and only the IEEE 802.11ac standard
was supported. To enable Internet connectivity we used a 4G
dongle, which was plugged into the dedicated USB port in the
router.

Fig. 4 shows a picture of the system during the performer-
audience interaction use case.

A. Software

The software responsible for retrieving the sounds from
the Freesound repository runs on the smart mandolin’s Bela
board, and was implemented in Python. The script leveraged
a Python client for the Freesound API (available at https:
//github.com/MTG/freesound-python) and the pyliblo library
(available at http://das.nasophon.de/pyliblo) for handling OSC
messages. An OSC server received the messages sent by the
smartphones and, on the basis of the received keyword, sent
a query to the Freesound repository. A list of a maximum of
20 filenames was retrieved after having sorted the sounds by
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Fig. 4. Illustration of a jam session involving a smart mandolin player and 
three audience members using the proposed system

descending duration. From that list one filename was randomly
selected and then downloaded as an mp3 file (an mp3 file
was downloaded instead of the (possible) .wav counterpart
to reduce the download time and file size due to the live
interaction). Since the Pure Data version running on Bela (i.e.,
libpd [66]) could only playback .wav files, the Python script
converted each downloaded file from .mp3 into .wav thanks to
the pysox library (available at https://github.com/rabitt/pysox)
[67]. Finally, an OSC client instructed the Pure Data patch im-
plementing the sound engine to start/stop playing the retrieved
sound and tune its volume based on user interaction with the
corresponding fader.

IV. CRITICAL ANALYSIS

The two use cases (performer-instrument and performer-
audience interactions) were preliminary tested with the goal
of assessing the proof of concept of the system, mainly at
technical level. The test of the performer-instrument interaction
use case involved only the first author (who is a smart mandolin
player). It consisted of the use of the system during two
months. The test of the performer-audience interaction use
case involved the first author and three audience members (1
female, 2 males, aged between 26 and 31 years old). It was
performed in a room of Queen Mary University of London
and lasted 20 minutes during which the first author played
improvisations on the smart mandolin while the three audience
members interacted with the apps on their smartphones to
create the soundscape-based accompaniment. Future tests of
both use case are planned involving other mandolin players
and a larger number of audience members.

From the conducted preliminary evaluations it is possible
to report the following critical analysis. Firstly, the app and
the whole architecture allow one to create interesting evolving
soundscapes as an accompaniment to the music played by the
smart mandolin. For instance, as displayed in Fig. 3, one could
create a soundscape mixing a blues track coupled with sounds
of sea waves and of footsteps, as well as adjust their presence
and volume in the mix using toggles and faders, respectively.

The need of having more choices in terms of sound
categories emerged during both use cases. Both the performer
and the three audience members deemed the three pre-defined
keywords as too few, and felt the need to explore more
sonorities especially after becoming familiar with the system.
The app can be easily modified to involve other categories of
sounds, which would lead to different resulting soundscapes.
In addition, as far as the performer-instrument use case is
concerned, the performer felt the need of controlling the
soundscapes without interacting with the app using the hands.
This usually was inconvenient and in some cases disrupted
the flow of the music. The use of a pedalboard, having
switches and volume controls, was suggested to lead to a better
interaction with the sound content retrieved from Freesound,
as the use of the feet would free the hands.

In terms of musical expressiveness, a strength of the system
is the large variety of sounds that can be played related to
the pre-defined keywords, which fosters the creation of a
narrative. However, it is worth noticing that the system comes
with an element of surprise: the retrieved sounds may not
fully correspond to the keywords or to the expectations of the
user. This is due to the noise often present in crowd-sourced
data but also the breadth with which semantic terms can be
understood and used. A limit of the system is that the retrieved
sound samples can not be auditioned prior to being played.
However, the volume fader can be used to generate slow fade
ins, which limits the effect of unwanted sounds that could then
be deactivated or substituted.

The developed system could scale to several smart in-
struments and smartphones. This poses a set of technological
and artistic challenges. Technologically, one needs to extend
the architecture here proposed to account for the increased
number of Musical Things present in the ecosystem. This
may lead to large increments in the bandwidth demand, since
more files will be downloaded simultaneously which could
create congestions of the network. Artistically, composers
will have to face the challenge to devise structures of the
compositions where several audience members can control
categories of sounds that need to fit well together in order to
create meaningful and appealing soundscapes and narratives.

V. CONCLUSION AND FUTURE WORK

This paper presented an IoMusT ecosystem which linked
an instance of a smart instrument with smartphones and an
Audio Commons content repository. The ecosystem was shown
to support interactions between the performer and the smart
instrument as well as between the performer and audience
members.

While we presented the architecture and a critical analysis
of our system, this work has not formally assessed the user
experience and creativity support. We plan to assess these
aspects in future work by means of experimental procedures in-
volving performers, composers, and concert goers. In addition,
this study involved one smart instrument and three audience
members using smartphones. However, the system could scale
to several smart instruments and smartphones. This interesting
and challenging scenario will be investigated in future work.
Furthermore, a possible extension of the present work consists
in developing a new app where the user can type any text that
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wish to retrieve (as is the case for Playsound.space [23]) rather
than being constrained to a set of pre-defined keywords.
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