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Abstract—Music playing with binaural systems has thus far
received remarkably little attention by the research community.
Such an activity is particularly relevant for the case of networked
music performances (NMPs), where geographically displaced mu-
sicians play together over a telecommunication network. Recent
findings obtained in simulated settings have shown the preference
of musicians for spatialized listening during collaborative playing
using headphones, as opposed to listening with conventional
stereophonic systems. This result has highlighted the need to
enhance current NMP systems with the spatial rendering of
the acoustic scene, leading to the development of immersive
networked music performance (INMP) systems. A crucial aspect
that needs to be addressed is the contribution of the spatial
audio system to the overall latency of the audio processing and
transmission chain between the network nodes. In this paper, we
provide an overview of the INMP topic and identify the latency
contributions of the components of an INMP system. We then
relate such components to state-of-the-art hardware and software
systems. Based on our analysis, we draw concluding remarks and
discuss the open challenges for progressing the INMP field.

Index Terms—Spatial audio, networked music performances,
latency assessment, Internet of Musical Things

I. INTRODUCTION

Spatial audio systems aim at rendering via computational
means the three-dimensional aspects of an acoustic scene a
listener would hear if actually present in the corresponding
real environment [1]. The past two decades have witnessed a
growing interest towards such systems, especially considering
their integration into virtual reality systems [2], [3]. To date,
research in this domain is progressing at a steady pace, as
demonstrated by an increasing number of academic publica-
tions and products, as well as academic and industrial events.
A large variety of systems is available, both open source and
at the commercial level, which can find application in various
contexts, including podcast [4] and music listening [5], audio
games [6], [7], cinema [8], cultural heritage [9], as well as
augmented and virtual reality applications [10].

Musical activities other than strict listening to enjoy music
have also seen the interest of spatial audio researchers, who
have investigated the impact of 3D audio technologies on
users. The study reported in [11] investigated the use of bin-
aural technology for headphone monitoring in music record-
ing sessions and compared it with the conventional stereo

listening. Results showed that binaural monitoring improved
the perceived sound quality and realism, musicians’ comfort
and pleasure, and encouraged better musical performances and
more creativity in the studio. Similar results were found in a
subsequent study reported in [12].

Nevertheless, in general, music playing with binaural sys-
tems has thus far received remarkably little attention by
researchers. Such activity is particularly relevant in the case of
networked music performances (NMPs), where geographically
displaced musicians play together over a telecommunication
network via a dedicated NMP system. Recently research has
demonstrated that spatial audio systems are capable of confer-
ring the experience of playing together with immersiveness.
The authors of the study reported in [13] simulated a NMP
enhanced with a 3D audio system comprising Ambisonics
to binaural pipeline plus head-tracking, which rendered the
position of three connected musicians. A set of experiments
compared such a simulated immersive networked music per-
formance (INMP) system with the simulation of a conventional
NMP framework, which uses stereo diffusion and the mixing
of all sound sources. Findings clearly showed the preference of
musicians for spatialized listening during collaborative playing
using headphones, as opposed to listening with conventional
stereophonic systems.

This result highlighted the need to enhance current NMP
systems with the spatial rendering of the acoustic scene,
leading to the development of INMP systems. However, to
date, INMP systems are scarcely investigated. Only a handful
of studies are available in the literature at both the technical
and perceptual levels [14], [15]. A crucial aspect that needs to
be addressed is the contribution of the spatial audio system to
the overall latency of the audio processing and transmission
chain between the network nodes.

In this paper, we provide an overview of the INMP topic
and identify the latency contributions of the components of
an INMP system. We then relate such components to state-of-
the-art hardware and software systems. Based on our analysis,
we draw concluding remarks and discuss the open challenges
for progressing the INMP field.
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II. RELATED WORK

A. Networked music performance systems

NMP systems involve multiple geographically-displaced
musicians performing together in real-time thanks to low-
latency audio streaming over a wired or wireless telecom-
munication network [16]–[18]. Such systems are an essential
component of the Internet of Musical Things (IoMusT), the
emerging field that extends the Internet of Things paradigm to
the musical domain [19]. Noticeable examples in this space are
JackTrip [20], Elk LIVE [21], LOLA [22], and fast-music [23].

According to numerous perceptual studies [16], to guarantee
to musicians performative conditions similar to those that
would occur in a real, shared physical space, the experienced
end-to-end latency must be constantly maintained below 30
ms, and high-fidelity audio quality must be ensured, i.e., the
audio artifacts caused by packet losses must be minimal [24]–
[29]. However, achieving the same conditions as instrumental
on-site performances also entails the real-time rendering of
the acoustic scene such that each connected musician has the
perception of sharing the same acoustic environment as the
others.

Current NMP systems are not equipped with a set of
independent channels, one for each sound source representing
a connected musician. Existing systems only provide a stereo
mix of the remotely connected musicians. A binaural spatial-
ization accounting for the rendering of the designated position
of the connected musicians requires to provide at the receiver
side with the unmixed signals of each sound source. Each
separate channel will then be fed to the Ambisonics encoding
(which converts the audio signal into the intermediate spherical
harmonic signal), and then decoding the signal in binaural.
Furthermore, before reaching the binaural decoding, the entire
sound scene will be dynamically adjusted by employing spe-
cialized algorithms that utilize input data from external head-
trackers, depending on the musician’s head movements. These
algorithms ensure that all the sound sources produced through
headphones remain stationary at their intended locations [30].
Moreover, to simulate more accurately what musicians per-
ceived in reality when sharing the same physical space, it is
fundamental to add specific algorithms related to the room
simulation (reverberation) in this Ambisonics to the binaural
workflow, which we describe in more detail in Section II-B.
After this step, the resulting binaural signal will be finally
provided to the receiving musician. However, only a few
studies have been conducted by researchers to investigate such
a topic (see e.g., [15], [31]), which calls for more research.

B. Spatial audio systems

Currently, the predominant approach utilized by musicians
for working with spatial audio (for both surround or periphonic
loudspeakers array and binaural formats) is the utilization
of Higher Order Ambisonics (HOA) [32]. Ambisonics is a
sound reproduction technique that allows the invention of
a 3D virtual auditory environment with numerous moving
sound sources using a bounded set of playback channels. A

complete examination of Ambisonics can be found in the work
by Zotter and Frank [33]. In the initial implementation of
the Ambisonics technique, Gerzon [34] introduced a config-
uration consisting solely of the 0th and 1st-order directional
patterns (spherical harmonics). This arrangement included the
omnidirectional (W) component and three dipole components
(X, Y, Z), collectively named B-Format. Nonetheless, the
constrained spatial resolution inherent in utilizing these orders
imposes limitations on the precise reconstruction of sound
fields, confining it to a circumscribed listening region. In order
to overcome this constraint, HOA augments the B-Format by
employing spherical harmonic decomposition of the sound
field at higher orders. This extension enables an enlarged
reproduction area, albeit at the expense of a significantly
boosted channel count [35].

Currently, to work with Ambisonics and have binaural
decoding, one has to follow specific steps from encoding to
adding a room simulation, to rotating the sound scene using
head-trackers, which the last two steps help to improve sound
source localization and challenges encountered with binaural
systems [36], and finally applying the binaural decoding.
Nowadays, these steps are implemented in various programs
or Virtual Studio Technology (VST) audio plugins [37] that
can be inserted into standard digital audio workstations or can
also be embedded in other systems [38]. Noteworthy software
solutions in this domain include Blue Ripple1, Ircam/Flux Spat
Revolution2, and Noise Makers3. On the open-source front,
notable examples include the IEM-Plugin-suite4 [38], ambiX5,
X-MCFX6, and Sparta and Compass7 [39]. Furthermore, we
also mention the 3D Tune-In Toolkit8 [40], although it does
not utilize Ambisonics. The rendering process of the 3D
Tune-In Toolkit is applied directly from the virtual sound
source to the binaural, encompassing room simulation effects
and reverberation. Avoiding Ambisonics generally results in
more precise localization and more accurate representation of
Interaural Time Difference but more difficulty in performing
the rotation of a sound scene using head-trackers; however,
these topics are not the focal points of this paper.

III. LATENCY CONTRIBUTIONS

Typically, to minimize latency, NMP systems adopt peer-
to-peer connectivity and leverage uncompressed PCM audio
and UDP packets. Although the use of codecs encompass-
ing compression algorithms allows for the reduction of the
consumed bandwidth, this comes at the cost of additional
latency. Between the minimization of latency and that of
bandwidth, the preference goes to the former. On the other
hand, while UDP allows for minimizing latency and bandwidth

1http://www.blueripplesound.com/index
2https://www.flux.audio/project/spat-revolution/
3https://www.noisemakers.fr/
4https://plugins.iem.at/
5https://www.matthiaskronlachner.com/?p=2015
6http://www.angelofarina.it/X-MCFX.htm
7https://leomccormack.github.io/sparta-site/docs/plugins/sparta-suite/
8https://github.com/3DTune-In/
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consumption, this comes at the cost of a connection more
tolerant to packet losses compared to e.g., TCP. In addition,
NMP systems manage network jitter (variance in network
latency) using jitter buffering. Once the jitter buffer is set in
place, latency becomes constant.

The overall audio latency path from a musician acting as
a sender to a musician acting as a receiver is composed as
follows (see Fig. 1):

L = λADC + λaudio buffer

+ λpacketization + λnetwork

+ λjitter buffer + λdepacketizazion

+ λspatial audio + λDAC

(1)

where
• λADC is the delay due to the acquisition of the signal to

be sent (via an analog to digital converter);
• λaudio buffer represents the delay due to the acquisition of

the digital signal in the audio buffer of the NMP system;
• λpacketization represents the delay due to the packetization

of the digital signal via the NMP system;
• λnetwork is the delay determined by the transport network

latency;
• λjitter buffer represents the delay caused by the jitter

buffer used to compensate the network jitter for a suffi-
cient number of packets, which relates to the buffer size;

• λdepacketization is the delay due to the received signal
depacketization via the NMP system;

• λspatial audio is the delay due to the spatial audio algo-
rithm to generate a 3D rendering of the acoustic scene;
this includes the delay introduced by the head-tracking
system that feeds the head orientation to the spatial audio
algorithm; this also includes the delay related to the
mixing of the signals of the remote and local musicians;

• λDAC is the delay due to the delivery of the received
signal (via a digital to analog converter).

According to the conventional spatial audio toolchain, the
λspatial audio delay can be further decomposed as follows (see
Figure 2):

λspatial audio = λencoder

+ λroom simulation

+ λdecoder

(2)

where
• λencoder is the delay taken by the binaural encoder;
• λroom simulation represents the delay due to the room

simulation method;
• λdecoder is the delay taken by the binaural decoder.
In addition to these delays that impact the overall la-

tency of the INMP, there is another source of latency, the
λsound scene rotation. This relates to the delay introduced by
the head-tracking system that feeds the head orientation to
the spatial audio algorithm for the sound scene rotation.
Nevertheless, this is not an audio processing latency but a
motion-to-sound latency. Thus it does not contribute directly to

λspatial audio. Previous research has established that listeners
can tolerate such motion-to-sound latency up to 30 ms [41],
although other studies suggested a higher threshold, up to
about 50 ms [42].

IV. A POSSIBLE INTEGRATION OF HARDWARE AND
SOFTWARE SYSTEMS

After having analyzed the components of an INMP system
under the lens of latency, it is possible to envision an archi-
tecture that allows to integrate existing hardware and software
components in order to minimize the end-to-end latency.

Table I shows the latency values for the identified com-
ponents of an INMP system leveraging state-of-the-art hard-
ware and software technologies. Specifically, we use the
Elk LIVE [21] NMP system, which is arguably one of the
fastest and most highly-reliable NMP systems available on
the market. Such an NMP system was configured with a
sample rate of 48 KHz, an audio buffer of 64 samples (thus
64/(48 ·103) ≈ 1.33 ms), and a jitter buffer of 8 · audio buffer
(≈ 10.66 ms).

To provide a value for the latency introduced by the spatial
audio system, we leveraged the measurements described in
our previous study reported in [43], which compared different
spatial audio plugin suites in terms of their processing latency.
In such a study, after having measured the different spatial
audio plugin suites, we selected the most latency-efficient plu-
gins for encoding, room simulation, sound scene rotation, and
binaural decoding. The measured overall processing latency
amounted to 0.33ms. The latency introduced by the network
was calculated by considering all other latency contributions in
order to achieve the threshold of 30 ms for the total maximum
latency.

Although λsound scene rotation, as we saw earlier, does not
contribute to the overall end-to-end latency, we may consider
the fastest head-tracking system we could identify, the OHTI
do-it-yourself head-tracker9, which can be tuned to achieve a
latency of 10 ms.

TABLE I
LATENCY VALUES FOR THE IDENTIFIED COMPONENTS OF AN INMP

SYSTEM LEVERAGING STATE-OF-THE-ART HARDWARE AND SOFTWARE
TECHNOLOGIES.

λADC 0.5 ms

λaudio buffer 1.33 ms

λpacketization negligible

λnetwork 16.68 ms

λjitter buffer 10.66 ms

λdepacketization negligible

λspatial audio 0.33 ms

λDAC 0.5 ms

However, as of today, this potentially optimal technological
integration leading to the values reported in Table I has not
been accomplished. A crucial problem lies in porting the code

9https://github.com/bossesand/OHTI
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Fig. 1. Schematic representation of the components contributing to the overall latency in an INMP.
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Spatial Audio System

Encoder

λencoderλencoder
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Fig. 2. Schematic representation of the components of the spatial audio system
contributing to latency.

of the identified spatial audio plugins as a VST for the Elk
Live system. This NMP system relies on a Xenomai-based
Linux operating system. The code of the plugins needs to be
ported for such a hard real-time operating system. A further
problem is that the source code for some of the fastest plugins
is not publicly available. This entails the need of creating ad-
hoc spatial audio plugins specifically conceived for minimizing
the processing latency as well as to be compiled for a real-time
Linux system.

Notably, the time available for the spatial audio processing
could be extended if one reduces the jitter buffer of the NMP
system. This, however, might consequently increase the rate
of loss and late packets.

V. DISCUSSION

INMP is a recent field of research that presents opportunities
and challenges. Nowadays, we still have limited knowledge
about how to best design an INMP system and what are the
technological, perceptual, and artistic challenges that need to
be overcome. This calls for more research.

Today, thanks to the support of NMP systems, a wide
range of music-related activities can be conducted online,
providing novel opportunities to foster access and diffusion
of musical cultural heritage at artistic and commercial levels.
NMP systems are used in a variety of musical practices,
including rehearsals, concerts, and pedagogy [44], and their
need has become prominent during the recent COVID-19
pandemic [45]. Based on the results reported in [13], we expect
that the future deployments of INMP technologies will lead
to better experiences for musicians, as well as for audiences.
In essence, properly designed INMPs are likely to enable
musicians to experience the perception of the so-called “social
presence” (i.e., the sensation of “being there” in the virtual
environment with other users), which is a crucial factor in
collaborative virtual environments [15], [46].

This work highlights the need of integrating spatial audio
systems into NMP systems, as well as of progressing the de-
velopment of both spatial audio algorithms and head-tracking
systems for the minimization of their latency contributions.
This entails developing highly optimized code and carefully
planning the development activities with in mind the real-time
use and an embedded systems as the host platform. The use
of conventional desktop computers as hardware platforms for
an INMP is technically possible but comes at the cost of a
higher latency than dedicated solutions based on low-latency
embedded systems. Conversely, the use of web-based solutions
at present does not appear a viable solution. Indeed, despite the
Web Audio API allows to run some spatial audio algorithms
[47] directly in the browser, existing web-based NMP systems
exhibit significant latency due to the inadequacy of the browser
of performing low-latency input/output and the absence of
truly efficient web protocols [48].

VI. CONCLUSION AND FUTURE WORK

This paper investigated the identification of the contribution
of spatial audio systems to the overall latency of the audio
processing and transmission chain between the network nodes
of an INMP system. Such an identification allowed to envision
an INMP system based on existing, state-of-the-art hardware
and software technologies. Our study highlighted the need to
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progress our understanding of how to design, implement and
evaluate an INMP system.

In future work, we plan to integrate spatial audio algorithms
into existing NMP systems. This includes assessing their
computational load and suitability for embedded systems,
as well as optimizing the code in order to minimize the
processing latency. Finally, we plan to conduct perceptual tests
with musicians to assess the quality of experience resulting
from the actual use of such an INMP system during a variety
of networked musical activities.
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E. de la Rubia-Cuestas, L. Molina-Tanco, and A. Reyes-Lecuona,
“3D Tune-In Toolkit: An open-source library for real-time binaural
spatialisation,” PloS one, vol. 14, no. 3, p. e0211899, 2019.

Authorized licensed use limited to: UNIVERSITA TRENTO. Downloaded on November 02,2023 at 22:44:10 UTC from IEEE Xplore.  Restrictions apply. 



[41] D. S. Brungart, B. D. Simpson, and A. J. Kordik, “The detectability of
headtracker latency in virtual audio displays,” in Proceedings of the 11th
Meeting of the International Conference on Auditory Display, 2005, pp.
37–42.

[42] A. Lindau, “The perception of system latency in dynamic binaural
synthesis,” Proceedings of 35th DAGA International Conference on
Acoustics, pp. 1063–1066, 2009.

[43] M. Tomasetti, A. Farina, and L. Turchet, “Latency of spatial audio
plugins: a comparative study,” in Proceedings of the International
Conference on Immersive and 3D Audio, 2023.

[44] L. Comanducci, M. Buccoli, M. Zanoni, A. Sarti, S. Delle Monache,
G. Cospito, E. Pietrocola, and F. Berbenni, “Investigating networked
music performances in pedagogical scenarios for the intermusic project,”
in IEEE Conference of Open Innovations Association (FRUCT), 2020,
pp. 119–127.

[45] K. E. Onderdijk, D. Swarbrick, B. Van Kerrebroeck, M. Mantei, J. K.
Vuoskoski, P.-J. Maes, and M. Leman, “Livestream experiments: the role
of covid-19, agency, presence, and social context in facilitating social
connectedness,” Frontiers in psychology, vol. 12, p. 647929, 2021.

[46] C. S. Oh, J. N. Bailenson, and G. F. Welch, “A systematic review of
social presence: Definition, antecedents, and implications,” Frontiers in
Robotics and AI, p. 114, 2018.

[47] A. McArthur, C. Van Tonder, L. Gaston-Bird, and A. Knight-Hill, “A
survey of 3d audio through the browser: practitioner perspectives,” in
Proceedings of the International Conference on Immersive and 3D
Audio. IEEE, 2021, pp. 1–10.

[48] M. Sacchetto, P. Gastaldi, C. Chafe, C. Rottondi, and A. Servetti, “Web-
based networked music performances via webrtc: a low-latency pcm
audio solution,” Journal of the Audio Engineering Society, vol. 70,
no. 11, pp. 926–937, 2022.

Authorized licensed use limited to: UNIVERSITA TRENTO. Downloaded on November 02,2023 at 22:44:10 UTC from IEEE Xplore.  Restrictions apply. 


